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BACKGROUND:

Population densities and many other environmental variables of interest vary tremendously among
different sites and at different times. As a result, it can be difficult to discern the biological effects of
produced water (or any other perturbation being studied) from other sources of spatial and temporal
variation (which may arise naturally or from other anthropogenic activities) (Osenberg et al. 1994).
Prior to the start of our project, environmental effects of produced water had been poorly studied
(Neff 1987, Spies 1987), due in part to the application of flawed assessment design (NRC 1990).
Furthermore, vast amounts of produced were being discharged into coastal waters. As a result, the
study of produced water was identified as a critical gap in the study of environmental effects of oil
and gas production (Boesch and Rabalais 1987). We proposed to use the Before-After-Control-
Impact Paired Series assessment design (BACIPS: Stewart-Oaten et al. 1986, Schmitt and Osenberg
1996) to quantify potential ecological effects associated with the nearshore discharge of produced
water from a coastal facility located near Gaviota, California.

OBJECTIVES:

The original goal of this project was to provide an unambiguous test of the localized ecological
effects of produced water. We focused on the application of the Before-After-Control-Impact Paired
Series (BACIPS) assessment design, and aimed 1) to obtain a good time series of data prior to the
discharge of produced water, and 2) to provide logistical support for other projects investigating
specific processes operating at the chemical, physical and demographic levels.

Because the BACIPS design requires an extensive time series of data prior to an anthropogenic
activity (such as produced water discharge), unforeseen changes to the planned activity can
compromise successful execution of a BACIPS study (Piltz 1996). Indeed, the produced water outfall
upon which we focused our studies, never went into full operation. As a result, our objectives were
modified to 1) advance the theoretical developments of the BACIPS assessment design (Stewart-
Oaten et al. 1992, Osenberg et al. 1994), 2) increase the application of the BACIPS design when
suitable opportunities arise (Osenberg and Schmitt 1994, Schmitt and Osenberg 1996), and 3) use our
long-term series of Before data to estimate natural spatial and temporal variation and evaluate its
implications for the success of BACIPS designs. In particular, we estimated the statistical power of
BACIPS designs to detect impacts on chemical-physical, and individual-based and population-based
biological parameters (Osenberg et al. 1992, 1994).

DESCRIPTION:

We proposed to study a produced water discharge located near Gaviota, California (discharge was
supposed to occur in ~27 m water depth). We initiated our Before sampling in 1988 and expanded
our program during the subsequent two years. The field program focused on the enumeration of
benthic infauna, epifauna, and demersal fishes, growth and tissue production of mussels transplanted
to the study site, and characterization of a variety of chemical and physical attributes (e.g.,
temperature, sedimentation rates, grain size of sediments, trace metal concentrations in the water
column and sediments). The more complex chemical analyses were done in conjunction with
colleagues at UC Santa Cruz and UC Davis. Field sampling for many of the field parameters
continued through October 1995 when it was concluded that produced water would never be
discharged at the site. We used the resulting time series of data to examine patterns of temporal and
spatial variability in environmental data as a means to evaluate the statistical power of subsequent
BACIPS designs.
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In addition to the fieldwork, we also expanded the conceptual development of the BACIPS design
and encouraged the application of BACIPS to other environmental studies. We accomplished this
through publications in peer reviewed journals and books, publication of a Special Feature in
Ecological Applications, the organization of and participation in workshops and meetings, and the
publication of a book (Schmitt, R.J. and C.W. Osenberg. 1996. Detecting ecological impacts:
Concepts and applications in coastal habitats. Academic Press, San Diego. 401 pages). The book
represented a major undertaking and comprised a large portion of our activities during the latter
stages of this project. We also helped train over 30 students and field and laboratory assistants, and
incorporated our results in several new courses that were developed at UC Santa Barbara and UC
Berkeley.

SYNOPSIS OF MAJOR FINDINGS:

In our field studies, we 1) successfully developed and implemented the “before” phase of the
assessment design, 2) obtained time-series data on population densities of infaunal and epifaunal
organisms (as well as basic physical and chemical parameters), and 3) obtained field samples for
analysis by colleagues at UC Santa Cruz and UC Davis. We used the time series data to estimate
natural temporal variability and used these data, together with data from a study of another produced
water outfall, to estimate the statistical power of BACIPS assessment designs. Between-site
differences in chemical - physical parameters (e.g., elemental concentration) and in individual-based
biological parameters (e.g., body size) were quite consistent through time, whereas differences in
population-based parameters (e.g., density) were more variable. The magnitude of effects was
estimated to be greatest for population-based parameters and least for chemical - physical parameters,
which tended to balance the statistical power associated with these two parameter groups. Individual-
based parameters were intermediate in estimates of effect size. The ratio of effect size to variability
(and thus statistical power) was greatest for individual-based parameters and least for population and
chemical - physical parameters. The results suggest that relatively few of the population and
chemical - physical parameters could provide adequate power given time constraints of most studies.

We also evaluated the assumptions of the BACIPS design and explored related analytical issues. For
example, Carpenter et al. (1989) proposed Randomized Intervention Analysis (RIA), arguing that it
was robust to violations of assumptions required by parametric tests of BACIPS data (such as
normality, equal variances, additivity and independence). If true, RIA would greatly increase the
applicability of BACIPS. However, contrary to these assertions, our analyses showed that
randomization tests are unlikely to be more valid than parametric tests (Stewart-Oaten et al. 1992).
The assumptions that time and location effects be additive and that Impact-Control differences be
independent through time are critical to both parametric and randomization tests. These assumptions
must be tested, and if they are violated, remedial action should be taken. In general, this will require
a long time-series of data that enables appropriate model development and testing. We have
addressed these issues using our “before” time series and have shown that serial correlation in the
time series of differences was relatively small in our data set and did not appear to vary among the
parameter groups (Osenberg et al. 1994).

STUDY PRODUCTS:

PUBLICATIONS (listed chronologically; * indicates most important publications: reprints included
with the Final Study Report):
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Osenberg (eds.) Detecting ecological impacts: Concepts and applications in coastal habitats.
Academic Press.

Ambrose, R.F., R.J. Schmitt, and C.W. Osenberg. 1996. Predicted and observed environmental
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Symposium, AAUS, Nahant, MA.
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FINAL STUDY REPORT

Long-term Monitoring of Biological Parameters at a Proposed Produced
Water Discharge: Application of a BACIPS Assessment Design

I. GENERAL INTRODUCTION

Motivation

Population densities and many other environmental variables of interest vary tremendously
among different sites and at different times. As a result, it can be difficult to discern the
biological effects of produced water (or any other perturbation being studied) from other
sources of spatial and temporal variation (which may arise naturally or from other
anthropogenic activities) (Osenberg et al. 1994). Indeed, most field assessments have yielded
equivocal results at best, and at the time that we initiated this study, the biological effects of
produced water were poorly understood (Neff 1987). For example, previous field assessments
of produced water effects, most of which have been conducted in the Gulf of Mexico region,
have confounded the effects of produced water with natural variability and/or effects arising
from other types of human activities (Spies 1987, Carney 1987, Osenberg and Schmitt 1996).
Because produced water had been so poorly studied and because vast amounts of produced
water were being discharged into coastal waters, the study of produced water was identified as
a critical gap in the study of environmental effects of oil and gas production (Boesch and
Rabalais 1987). Understanding environmental effects of produced water requires the
application of improved assessment designs (NRC 1990).

We proposed to use the Before-After-Control-Impact Paired Series assessment design
(BACIPS: Stewart-Oaten et al. 1986, Schmitt and Osenberg 1996) to quantify potential
ecological effects associated with the nearshore discharge of produced water. Application of
the BACIPS design permits the separation of the produced water "signal" from natural
"noise". In its simplest design, BACIPS requires simultaneous sampling of at least one
Control site (away from the outfall) and at least one Impact site (near the outfall) several times
Before and again After discharge of produced water. During the Before period, the difference
between the Impact and Control sites estimates natural spatial variability, and thus the
expected difference during the After period if the intervention has no effect. The estimated
difference from the Before period is then compared statistically to the actual difference
observed during the After period. If assumptions underlying BACIPS have been satisfied
(Stewart-Oaten et al. 1986, 1992), a statistically significant result is taken as evidence of an
environmental impact. The size of the impact and the confidence in this estimate can also be
estimated using the Before and After time series.

Objectives

The original goal of this project was to provide statistically reliable information on the
existence and magnitude of localized ecological effects that result from the nearshore
discharge of produced water. We focused on the application of the Before-After-Control-
Impact Paired Series (BACIPS) assessment design, and aimed 1) to obtain a good time series
of data prior to the discharge of produced water, and 2) to provide logistical support for other
projects investigating specific processes operating at the chemical, physical and demographic
levels. These other projects were also funded through the Southern California Educational
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Initiative, as well as the related UC Toxic Substances Research and Teaching Program.
Through these collaborations and the application of a rigorous statistical design we hoped to
provide an unambiguous test of the localized effects of produced water and associated
impacts.

Because the BACIPS design requires an extensive time series of data prior to an
anthropogenic activity (such as produced water discharge), unforeseen changes to the planned
activity can compromise successful execution of a BACIPS study (Piltz 1996). Indeed, the
produced water outfall upon which we focused our studies, never went into full operation. As
a result, our data do not provide a test of produced water effects. Our studies do, however,
provide a comprehensive time series of data that can be used to provide critical information
needed to evaluate field assessment designs and thus guide the design and application of
future assessment studies. As a result, our objectives were modified. Instead of focusing on
the estimation of produced water effects, we aimed to 1) advance the theoretical developments
of the BACIPS assessment design (Stewart-Oaten et al. 1992, Osenberg et al. 1994), 2)
increase the application of the BACIPS design when suitable opportunities arise (Osenberg
and Schmitt 1994, Schmitt and Osenberg 1996), and 3) use our long-term series of Before
data to estimate natural spatial and temporal variation and evaluate its implications for the
success of BACIPS designs. In particular, we estimated the statistical power of BACIPS
designs to detect impacts on chemical-physical, and individual-based and population-based
biological parameters (Osenberg et al. 1992, 1994).

Basic Approach

We proposed to study a produced water discharge located near Gaviota, California. Because
we planned to use the BACIPS design, it was vital that we had sufficient time to collect
Before data prior to the discharge of produced water. We were fortunate to have advance
warning about this facility and the proposal to discharge produced through a diffuser located
at a depth of ~27 m. We initiated our sampling in 1988 under funding from the UC Toxic
Substances Research and Teaching Program. We sampled three sites: a Control site (~1600 m
upcurrent from the diffuser), a Near Impact site (~50 m downcurrent from the diffuser) and a
Far Impact site (~250 m downcurrent). In 1989 (the first year of the SCEI program), we
expanded our sampling and began processing the field samples. The field program focused on
the enumeration of benthic infauna, epifauna, and demersal fishes, growth and tissue
production of mussels transplanted to the study site, and characterization of a variety of
chemical and physical attributes (e.g., temperature, sedimentation rates, grain size of
sediments, trace metal concentrations in the water column and sediments) — see Osenberg et
al. 1994 for discussion of methodology (see Section V.). The more complex chemical
analyses were done in conjunction with colleagues at UC Santa Cruz and UC Davis: we made
the field collections and turned the samples over to them for subsequent analysis. Table 1
summarizes the types of samples that have been collected as part of this study.

Field sampling for many of the field parameters continued through October 1995 when it was
concluded that produced water would never be discharged at the site. Since that time, no
additional samples have been collected, and some samples collected during the last year were
never processed. Despite our inability to perform a test of produced water impacts at the
Gaviota study site, we used the resulting data to examine patterns of temporal and spatial
variability in environmental data as a means to evaluate the statistical power of subsequent

10
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BACIPS designs. In a companion study, we were able to conduct an “unplanned” BACIPS
study when a produced discharge abruptly went out of service (see Schmitt and Osenberg,
Ecological Responses to, and Recovery From, Produced Water Discharge: Application of a
BACIPS Assessment Design). Furthermore, the infaunal samples have been made available to
other projects designed to evaluate in more detail patterns of spatial and temporal variation
and the effects of taxonomic aggregation (Carr ef al., Detecting Ecological Impacts: Effects
of Taxonomic Aggregation in the Before-After/Control-Impact Paired Series Design).

Table 1. Samples Collected From Gaviota Study Sites As Part Of BACIPS Design

First Sample No. Sampling No. Dates
Sample Type Date Dates Processed '
Infaunal Density’ Feb 88 45 42
Band Transects Feb 88 46 46
Emergence Rates’ Jun 89 31 31
ReEntry Rates’ Jan 90 26 26
Lytechinus Quadrats Feb 88 45 45
Lytechinus Size/GSI Feb 89 32 32
Grain size Oct 89 22 22
Organic Matter Oct 89 25 25
Sediment Traps Dec 89 28 28
Temp./Currents May 89 50 50
Mussel growth Sep 89-Apr90 10 10
Samples sent to colleagues at UCSC and UCD*:

Sediment chemistry Apr 89 20 11
Water column elements Apr 89 20 12
Water column organics Nov 92 20 0
Mussel body burdens Apr 90 10 0

'This gives number of dates on which samples have been processed. In a small number of cases, this
may include dates in which data were not available from all three sites (e.g., when Lytechinus
densities were O at the Far Impact site, we could not estimate size-distributions).

*We do not know how many of the chemical samples have been processed. We have indicated only
those samples for which we have received data.

*The invertebrate samples are only sorted to rough taxonomic levels. Species level identifications will
be obtained for a subset of samples under a new project by Carr, Holbrook, and Osenberg.

In addition to the fieldwork, we also expanded the conceptual development of the BACIPS
design and encouraged the application of BACIPS to other environmental studies. We
accomplished this through publications in peer-reviewed journals, publication of a Special
Feature in Ecological Applications, the organization of and participation in workshops and
meetings, and the production of a book (Schmitt, R.J. and C.W. Osenberg. 1996. Detecting
ecological impacts: Concepts and applications in coastal habitats. Academic Press, San
Diego. 401 pages). The book represented a major undertaking and comprised a large portion
of our activities during the latter stages of this project. We also helped train over 30
undergraduate and graduate students and post-graduate field and lab assistants.

In the following sections, we provide several reprints of major publications resulting from this
study. One of our primary accomplishments was the publication of our book, which contains
chapters contributed from many SCEI investigators (and MMS personnel). This book

11
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represents the most current and rigorous treatment of field assessment designs and has
received excellent reviews (e.g., Fairweather 1996, Rachlin 1996). For example, Rachlin
(1996) noted that the “book provides an intelligent and comprehensive overview of the state
of the art and science of ecological impact assessment as it is currently practiced and, more
importantly, how it should be practiced.” (Rachlin, 1996). This book represents a general
treatment of the theoretical issues that motivated the SCEI program and more specifically
focuses on the application of the BACIPS design, a central focus of this specific project.

II. Contents of: R.J. Schmitt and C.W. Osenberg (eds.). 1996. Detecting Ecological
Impacts: Concepts and Applications in Coastal Habitats. Academic Press, San Diego.

An Introduction to Ecological Impact Assessment: Principles and Goals Pages
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DETECTING ECOLOGICAL IMPACTS
CAUSED BY HUMAN ACTIVITIES

Craig W. Osenberg and Russell J. Schmitt -

Ecologists and environmental scientists have long sought to provide accurate
scientific assessments of the environmental ramifications of human activities.
Despite this effort, there remains considerable uncertainty about the
environmental consequences of many human-induced impacts, particularly in
marine habitats (e.g., NRC 1990, 1992). This is especially surprising when one
considers the vast amounts of capital and human resources that have been
expended by industry, government, and academia in reviewing, debating, and
complying with, a plethora of environmental regulations, which often require
extensive study and documentation of environmental impacts. As we face an ever
increasing number of environmental problems stemming from human population
growth, it is critical that we achieve better understanding of the effects of
humans. Due to the variety of human activities that potentially affect ecological
systems, it also is imperative that we discriminate among effects of specific types
of disturbances (rather than focus on an overall effect without regard to the
particular sources), so that we can identify and give adequate attention to those
that are most “harmful” (e.g., having the biggest effects, or which affect the most
“valuable” resources). This requires approaches that can isolate effects of partic-
ular activities from nonhuman sources of natural variation as well as background
variation caused by other anthropogenic events. Such approaches should reduce
the uncertainty that underlies the documentation of effects of anthropogenic
impacts and thus facilitate solutions to many of these problems.

Uncertainty surrounding the effects of anthropogenic activities arises from
limitations imposed during the two scientific processes that comprise environ-
mental impact assessment: (i) the predictive process, aimed at detailing the likely
impacts that would arise from a proposed activity (most recently termed “Risk
Assessment”; Suter 1993), and (ii) the postdictive process, aimed at quantifying
the actual impacts of an activity (sometimes called “retrospective risk

Detecting Ecological Impacts: Concepts and Applications in Coastal Habitats. edited by R. J. Schmitt and C. W. Osenberg
Copyright © 1996 by Academic Press, Inc. All rights of reproduction in any form reserved. 3
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assessment,” and which we will refer to as “Field Assessment”). Instead of
standing alone, these two processes should proceed in tandem and build
upon each other; resolution of many environmental issues requires both quantifi-
cation of impacts, as well as accurate prediction of future impacts. Neither
process substitutes for the other. For example, a prediction reveals little unless
the prediction is an accurate indicator of actual effects; the accuracy of predic-
tions can only be assessed after repeated tests (i.e., comparison with the actual
outcomes). Similarly, documenting an impact that has already occurred yields
only a limited ability to improve environmental planning (i.e., by avoiding envi-
ronmental problems, or facilitating environmentally safe activities) unless we use
this information to construct or refine frameworks that enable us to accurately
anticipate future environmental impacts (e.g., predict their magnitude, and know
the likelihood of such impacts based on the type of activity, its location. or the
system being affected). The development of such frameworks is crucial to sound
decisions being made before an activity occurs.

To date, we have only a limited ability to accurately predict the ecological
consequences of many anthropogenic impacts (e.g., Culhane 1987, Tomlinson
and Atkinson 1987, Buckley 1991a, 1991b, Ambrose et al., Chapter 18). For
example, audits of environmental impact assessments (i.e., comparisons of pre-
dicted impacts with those actually observed) often have found relatively good
agreement between predictions and reality when focused on physical or
engineering considerations (e.g., the amount of copper discharged from a waste-
water facility), but poor or limited agreement when focused on biological
considerations (e.g., impacts on population density). As Ambrose et al. (Chapter
18) point out, the poor agreement stems both from lack of quantitative (or often
qualitative) predictions of ecological change in the predictive phase of assess-
ments, as well as lack of knowledge of the actual impacts (due to the absence or
poor design of Field Assessments). Advances in Risk Assessment are likely to
promote more precise predictions and thus reduce the first hurdle; however, the
second will continue to plague us until Field Assessment studies are designed
that better isolate effects of human activities from other sources of variation.
Furthering this latter goal is a major theme of this book.

The field of environmental impact assessment is quite broad, requiring exper-
tise from a diversity of fields, including physics, chemistry, engineering,
toxicology, ecology, sociology, economics, and political science. In assembling
the components of this book, we did not seek a comprehensive treatise on impact
assessment. Instead, we focused on a narrower but central topic: the Field
Assessment of localized impacts that potentially affect ecological systems (we
further use marine habitats to provide the context for the discussions). We chose
this conceptual focus because a wealth of books have appeared in the past 10
years that deal well with other aspects of environmental assessment (e.g.. Risk
Assessment: Bartell et al. 1992, and Suter 1993; general overviews of EIA:
Westman 1985, Wathern 1988, Erickson 1994, Gilpin 1994; general introduction
to monitoring: Spellerberg 1991; see also Petts and Eduljee 1994). None of these
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books, however, deals with the issue of Field Assessments in more than a cursory
way (but see NRC 1990 for a good introduction to the role of environmental
monitoring); there are no detailed discussions of sampling designs that can most
reliably estimate the magnitude of the impacts and quantify the power of the
designs to detect impacts, nor are there evaluations of institutional and scientific
constraints that limit the application of such designs. This book is designed to fill
that gap, and in so doing, provides grist for future discussion and advances that
are critically needed to better understand effects of anthropogenic activities.

Two major tenets, which we elaborate below, underlie this book: (i) that Field
Assessments are absolutely essential to understanding human impacts, in part,
because they complement, and provide field tests of, predictions provided by
Risk Assessment; and (ii) that improved sampling designs are critical to improv-
ing the quality and utility of results obtained from Field Assessments.

The Need for Field Assessments

The emerging field of Ecological Risk Assessment (Bartell et al. 1992, Suter
1993) has led to a tremendous increase in the precision and explicitness of pre-
dictions of anthropogenic impacts on ecological systems. These predictions are
often based on models derived from laboratory studies of toxicological effects,
transport models that describe the movement of contaminants, and population
models that attempt to couple physiological and demographic changes with shifts
in population dynamics and abundances. However, no degree of sophistication of
such models can guarantee the accuracy of the predictions. The quality and
applicability of Risk Assessment can only be judged by the degree to which its
predictions match the impacts that actually occur. This requires estimation of the
magnitude of the impact, not just its detection, and thus requires a Field
Assessment that is able to separate natural spatial and temporal variability from
variation imposed by the activity of interest. This is not a trivial problem, and
many previous assessments have failed in this regard. The small number of
successes that exist are too few to permit any sort of rigorous evaluation of Risk
Assessment models.

As Risk Assessment models become more complex and sophisticated, it is
possible that they will be championed as the final step ini environmental impact
assessment; follow-up Field Assessments might be deemed a waste of effort
(redundant with the effort devoted to obtaining the predictions). While this is a
worthy (but elusive) goal, no Risk Assessment model, no matter how sophisti-
cated, is currently capable of accurately predicting ecological change in response
to an anthropogenic activity. As mentioned above, this, in part, is due to the lack
of knowledge about the actual response of many systems to anthropogenic
disturbances, and therefore the general inability to compare predicted and
observed change.

Uncertainty in predictions from Risk Assessment models often is acknowl-
edged but typically is limited to two sources: (i) uncertainty about the actual
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value of parameters that are estimated from the studies that underlie the Risk
Assessment model; and (ii) uncertainty about the environmental inputs to the
model (e.g., how much freshwater runoff will enter an estuary during an
upcoming year). Estimates of these sources of error often are incorporated into a
Risk Assessment analysis to estimate the uncertainty associated with the predic-
tion(s) of the model. Another, perhaps more important source of uncertainty
rarely is examined: the uncertainty that the model chosen exhibits dynamics that
are quantitatively (or even qualitatively) similar to the dynamics exhibited by the
actual system. For example, improved laboratory techniques might provide
improved quantification of the effect of a toxicant on the fecundity of a focal
organism. This information might then be used in a model that links toxicant
exposure with fecundity, and fecundity with population growth. However, even if
the effect of the toxicant can be accurately extrapolated to field conditions, there
is little guarantee that the connection between fecundity and population dynam-
ics has been modeled correctly. More generally, the predicted dynamics may bear
little resemblance to the observed dynamics, not because of uncertainty in the
laboratory measurements, but due to uncertainty in the structure of the model
into which the laboratory data are embedded. Addressing this uncertainty
requires extensive field data, including information on the link between physio-
logical changes and behavior (e.g., habitat selection, mate selection, reproductive
condition), demographic consequences (e.g., changes in survival, birth rates,
migration), population-level responses (e.g., shifts in age-structure, temporal
dynamics), community responses (e.g., due to shifts in the strengths of species
interactions), and ecosystem properties (e.g., feedbacks between biotic shifts and
the physio-chemical aspects of the environment). Ultimately, these field data,
together with laboratory data and the Risk Assessment model(s), must be
integrated and then tested via comparison with actual responses to specific
human activities. This last step requires properly crafted Field Assessment
designs of sufficient power to distinguish the effects of the activity from a diverse
set of other processes that drive variation in ecological systems.

The (In-)Adequacy of Exisitng Field
Assessment Designs

The Goal of Field Assessments

A basic goal of a Field Assessment study is to compare the state of a natural
system in the presence of the activity with the state it would have assumed had
that activity never occurred. Obviously, we can never know, or directly observe,
the characteristics of a particular system (occupying a specific locale at a specific
time) in both the presence and absence of an activity. Thus, fundamental goals of
the assessment study are to estimate the state of the system that would have
existed had the activity not occurred, estimate the state of the system that exists
with the activity, and estimate the uncertainty associated with the difference
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between these estimates (Stewart-Oaten, Chapters 2 and 7). The inability of most
studies to accomplish these goals has, in large part, led to tremendous uncertainty
regarding the environmental consequences of anthropogenic activities. We
briefly review some of these design considerations, beginning with an often mis-
understood approach borrowed from modern field ecology—the manipulative
field experiment.

The Role of Field Experiments

Manipulative field experiments (with spatial replication of independent
subjects, and randomized assignment of subjects to treatment groups) is a com-
mon and powerful tool of field ecologists. However, field experiments can do
very little to resolve the specific goal of Field Assessments. This issue (i.e., the
application of experimental design to assessment) has clouded much of the
debate about the design of Field Assessment studies (e.g., Hurlbert 1984,
Stewart-Oaten et al. 1986). While field experiments may provide crucial insight
into the functioning of systems and the role of particular processes (typically act-
ing over limited spatial and temporal scales), a field experiment cannot reveal the
effects of a specific activity on the system at a specific locale at a specific time, .
which is often the focus of a Field Assessment. A field experiment could provide
a powerful way to determine the average effect of a process (e.g., an anthro-
pogenic activity) defined over replicates drawn at random from a larger
population of study (assuming that we could conduct such a replicated experi-
ment on the appropriate spatial and temporal scale). However, this field
experiment could not tell us about the effect of the treatment on any one of the
replicates. Yet, this is analogous to the problem faced in Field Assessments.

To illustrate, consider the possible environmental impacts related to offshore
gas and oil exploration, specifically those associated with the discharge of
drilling muds. We could conduct an experiment to address whether oil explo-
ration has localized effects on benthic infauna inhabiting a particular region, say
the Southern California Bight, by (i) randomly selecting a subset of sites within
the Bight and allocating these between “Control” and “Treatment” groups; (ii)
drilling exploratory wells and releasing muds in our Treatment sites; (iii) quanti-
fying the abundances of infauna in the Control and Treatment sites after a
specified amount of time (e.g., 1 year); and (iv) determining if there is sufficient
evidence to reject the null hypothesis of “no effect” (e.g., are the means of the
two groups sufficiently different to be unlikely to have arisen by chance?) using
standard statistical procedures (e.g., a t-test).

Clearly, this is an unlikely scenario (few oil companies would be willing to
have a group of ecologists dictate where they will conduct their exploration), but
in some situations, such an opportunity might exist. If so, then we will be in a
tremendous (and enviable) position to estimate the average local effect of oil
exploration on benthic fauna inhabiting the Southern California Bight. While
such a study would provide invaluable information, the results would say nothing
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about the effect of a single oil platform drilling exploratory wells at a specific site
within the Bight. Indeed, it is possible that a significant (and biologically impor-
tant) treatment effect could be found in our experiment even if there were no
effects at a majority of the Treatment sites (so long as the remaining Treatment
sites were sufficiently affected). There are, of course, situations where knowl-
edge of the average affect of an activity would be quite useful (e.g., the
administrative process of Environmental Impact Assessment). However, in most
Field Assessments we are less concerned with the average effect and more con-
cerned with the specific effects of a particular project at a specific locale. This is
analogous to the experimentalist pondering the effect of the treatment on a sin-
gle replicate (and not a collection of replicates). -

Furthermore, an oil company certainly does not randomly select sites for
exploration. It always could be argued that part of the selection criteria included
the need to find sites that not only yield oil or gas, but also are sites in which oil
and gas could be found and extracted without any environmental damage; reso-
lution of the issue thus requires specific information about specific locales.
Therefore, we require a tool more powerful, or at least more specific, than the
replicated field experiment with randomized assignment.

Instead of manipulative field experiments, the basic tools used in. Field
Assessments involve monitoring of environmental conditions. Many such moni-
toring designs bear superficial resemblance to one another, but differ in some
fundamental aspects. In the next section, we draw on discussions from
Underwood (1991) and Osenberg et al. (1992) to clarify some of these distinc-
tions. We illustrate the basic elements of the most commonly used assessment
designs, and summarize results from studies with which we have been associated
to illustrate where these studies can go wrong. C

The Control-Impact Design

\

Perhaps the most common Field Assessment design involves the comparison
of a Control site (a place far enough from the activity to be relatively unaffected
by it) and an Impact site (i.e., near the activity and thus expected to show signs
of an effect if one exists); a common variant involves a series of Impact sites that
vary in their proximity to the activity. This sort of design often is part of the mon-
itoring program required by regulatory agencies for various coastal activities.
Environmental parameters typically are sampled at the two sites (with multiple
samples taken from each site), and an “impact” is assessed by statistically
comparing the parameters at the Impact and Control sites.

We illustrate this approach in Figure 1.1a, which shows that the density of.a
large gastropod (Kelletia kelletii) was significantly greater at a Control site
(1.6 km from a wastewater diffuser) than at either of two Impact sites (located SO
and 250 m from the diffuser). This difference might be taken as evidence that the
discharge of wastewater had a negative effect on the density of the gastropod.
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Figure 1.1. Three commonly used assessment designs that confound natural variability with
effects of the anthropogenic activity. (a) The Control-After design showing the density of the snail
Kelletia kelletii at three sites over time. The Near (square) and Far (triangle) Impact sites are located
50 and 250 m downcurrent of a wastewater outfall; the Control site (circle) is 1500 m upcurrent.
These data were collected prior to discharge of wastewater. Shown for each date are the mean and
range of gastropod density (7 = 2 band transects per site). (b) The Before-After design showing
density (catch per otter trawl) of pink surfperch Zalembius rosaceus over time at a location 18 km
from the San Onofre Nuclear Generating Station (SONGS). The arrow indicates the first date on
which power was generated by two new units of SONGS. Mean densities during the Before and
After periods are indicated by the solid lines. (c) The Before-After-Control-Impact (BACI) design
of Green (1979) showing the density of seapens Acanthoptilum sp. at two sites. The Control site is
located 1500 m upcurrent, and the Impact site S0 m downcurrent, of a wastewater outfall. Because
of permitting and production delays, discharge of wastewater did not begin when expected; all data
were collected prior to discharge. Shown are means (+ SE) using all observations within a period as
replicates. The figure is adapted from Osenberg et al. (1992).

However, these data were collected prior to the discharge of wastewater. Thus,
these differences observed during the Before period simply indicate spatial vari-
ation arising from factors independent of the effects of wastewater. To be applied
with confidence, the Control-Impact design requires the stringent and unrealistic
assumption that the two sites be identical in the absence of the activity. However,
ecological systems exhibit considerable spatial variability, and it is extremely
unlikely that any two sites would yield exactly the same result if sampled suffi-
ciently. This design fails to separate natural spatial variability from effects of the
activity.
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The Before-After Design

An alternative design requires sampling of an Impact site both Before and
After the activity; this avoids problems caused by natural spatial variation. Here,
a significant change in an environmental parameter (e.g., assessed either by com-
parison of one time Before and one time After using within site sampling error
as a measure of variability, or sampled several times Before and After and using
the variation in parameter values through time as the error term) is taken as evi-
dence of an “impact”. Figure 1.1b provides an example for a fish, pink surfperch
(Zalembius rosaceus), sampled Before and After the generation of power from
new, seawater-cooled units of a large nuclear power plant (DeMartini 1987). The
precipitous decline in abundance of pink surfperch is suggestive of a dramatic
and detrimental impact from the power plant. However, these data are from a
Control site 18 km from the power plant (a similar pattern also was seen at an
Impact site: DeMartini 1987). Instead of indicating an impact, these data simply
reflect the effect of other processes that produce temporal variability (in this case,
it was an El Nifio Southern Oscillation event that began at the same time as
initiation of power generation: Kastendiek and Parker 1988). Applied in this way,
the Before-After design fails to separate natural sources of temporal variability
from effects of the activity.

A more sophisticated Before-After design is possible, and a classic example
of intervention analysis (Box and Tiao 1975) provides both an illustration of its
successful application and helps identify why the approach is limited for most
ecological studies. Box and Tiao estimated the influence of two interventions
(a traffic diversion and new iegislation) on the concentration of ozone in down-
town Los Angeles. Their procedure required that they (i) frame a model for the
expected change; (ii) determine the appropriate data analysis based on this
model; (iii) diagnose the adequacy of the model and modify the model until defi-
ciencies were resolved; (iv) make appropriate inferences. Their analysis provided
estimates of the effect of each intervention on ozone concentration.

There are several features of their system/problem that facilitated their suc-
cessful analysis: (i) there was a long and intensive time series of ozone samples
(hourly readings were available over a 17-year period, which included several
years during the pre- and postintervention periods); (ii) the dynamics of ozone
concentration were fairly well behaved, with repeatable seasonal and annual pat-
terns; (iii) the number of pathways for the production and destruction of ozone
were relatively few. These features contrast markedly with many ecological
systems, where (i) we often have little expectation of how the system is likely to
respond; (ii) data are sparse (time series are short, and intervals between sam-
pling are long); and (iii) population density (for example) can be influenced by a
multitude of processes (including a variety of mechanisms driven by abiotic fac-
tors and a wealth of mechanisms involving interactions with other species, each
of which is also influenced by a variety of factors, including the effects of the
focal activity). Certainly, such an approach might provide a powerful way to
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assess responses of biological systems to interventions (Carpenter 1990, Jassby
and Powell 1990), but currently it remains limited due to the paucity of detailed
knowledge about dynamics of ecological systems. In cases where data from an
unaffected Control site are available, we may be able to incorporate them into
such time series analyses to compensate for the sparseness and complexity of
ecological data (Stewart-Oaten, Chapter 7: see below).

Before-After-Control-Impact (BACI) Designs

One possible solution to the problems with the Control-Impact and Before-
After designs is to combine them into a single design that simultaneously
attempts to separate the effect of the activity from other sources of spatial and
temporal variability. There are a variety of such designs. In the first, which we
refer to simply as BACI (Before-After-Control-Impact), a Control site and an
Impact site are sampled one time Before and one time After the activity (Green
1979). The test of an impact looks for an interaction between Time and Location
effects, using variability among samples taken within a site (on a single date) as
the error term. Data from our studies of a wastewater outfall (Figure 1.1c)
demonstrate such an interaction; the decline in the density of seapens
(Acanthoptilum sp.) at the Impact site relative to the Control site suggests that the
wastewater had a negative effect on density of seapens. However, discharge of
wastewater at this site was delayed several years, and did not occur when first
anticipated. Thus, the observed changes were due to other sources of variability
and were not effects of the wastewater. This design confounds effects of the
impact with other types of unique fluctuations that occur at one site but not at the
other (i.e.. Time X Location interactions). Unless the two sites track one another
perfectly through time, this design will yield erroneous indications that an impact
has occurred.

To circumvent this limitation of Green’s BACI design, Stewart-Oaten et al.
(1986; see also Campbell and Stanley 1966, Eberhardt 1976, Skalski and
McKenzie 1982) proposed a design based on a time series of differences between
the Control and Impact sites that could be compared Before and After the activ-
ity begins. We refer to this design as the Before-After-Control-Impact Paired
Series (BACIPS) design to highlight the added feature of this scheme (see
Stewart-Oaten, Chapter 7 and Bence et al., Chapter 8). In the original derivation
of this design (e.g., Stewart-Oaten et al. 1986), the test of an impact rested on a
comparison of the Before differences with the After differences. Each difference
in the Before period is assumed to provide an independent estimate of the under-
lying spatial variation between the two sites in the absence of an impact. Thus,
the mean Before difference added to the average state of the Control site in the
After period yields an estimate of the expected state of the Impact site in the
absence of an impact during the After period: i.e., the null hypothesis. If there
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were no impact, the mean difference in the Before and After periods should be
the “same” (ignoring sampling error). The difference between the Before and
After differences thus provides an estimate of the magnitude of the environmen-
tal impact (and the variability in the time series of differences can be used
to obtain confidence intervals: Stewart-Oaten, Chapter 7 and Bence et al.,
Chapter 8).

The BACIPS design is not without its limitations, for it also makes a set of
assumptions, which if violated can lead to erroneous interpretations (e.g., due to
nonadditivity of Time and Location effects or serial correlation in the time series
of differences). Indeed, one of the fundamental contributions of Stewart-Oaten’s
work (Stewart-Oaten et al. 1986, 1992, Stewart-Oaten, Chapter 7)has been to
make explicit the assumptions that underlie the BACIPS design, pointing out the
importance of using the Before period to generate and test models of the behav-
ior of the Control and Impact sites, and to suggest possible solutions if some of
the assumptions are violated. Importantly, many of these assumptions can be
directly tested. Of course, it is still possible that a natural source of Time X
Location interaction may operate on the same time scale as the study, and thus
confound interpretation of an impact. However, this problem is far less likely
than those inherent to the other designs (e.g., that variation among Times -and
Locations be absent and that there be no Time X Location interaction).

In this volume, Stewart-Oaten (Chapter 7) and Bence et al. (Chapter 8)
elaborate upon and apply a more flexible BACIPS design based on the use of the
Control site as a “covariate” or predictor of the Impact state, which might have
even greater applicability than the original design (which was based on the
“constancy” of the differences in the Before and After periods). Underwood
(1991, Chapter 9) has suggested a “beyond-BACI” approach, which incorporates
multiple Controls, as well as random sampling of the study sites (thus, the
“Paired Series” aspect of the BACIPS design is not present in Underwood’s
beyond-BACT design). Underwood suggests that the beyond-BACI design is able
to detect a greater variety of impacts than the BACIPS design (e.g., detection of
pulse responses as well as sustained perturbations); however, he also notes that
his design is not able to deal explicitly with problems of serial correlation.
By contrast, the presence of serial correlation can be directly assessed, and
appropriate action taken, when applying the BACIPS design (Stewart-Oaten
et al. 1986, 1992, Stewart-Oaten, Chapter 7). In a variety of important ways,
Underwood’s approach differs from Stewart-Oaten’s and some others repre-
sented in this book (e.g., Osenberg et al., Chapter 6, Bence et al., Chapter 8).
While both schools-of-thought advocate the advantages of using more than one
Control site, they do not agree on the ways in which this added information_
should be incorporated into the analyses. We expect that debate on these
issues is far from over, and hope that this book serves to further the discussion
and facilitate advancements in the design and application of BACI-type
studies.
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The Organization of This Book

The issues highlighted above are tackled directly in the second section of this
book, which is devoted to elaboration of the application and design of BACI-type
studies. However, prior to the implementation of any Field Assessment a number
of initial issues must be considered, and some of these are highlighted in the
book’s first section. For example, the general goal and purpose of the study is
critical, and Stewart-Oaten’s first chapter (Chapter 2) tackles the standard
“P-value culture” that places undo emphasis on the detection of impacts, rather
than estimation of their magnitude or importance. Ecological parameters must
also be selected for study, and although the use of bio-indicators has been often
criticized, Jones and Kaly (Chapter 3) point out that any study necessarily must
select a limited number of parameters from the myriad available (thus necessi-
tating the selection of a subset of “bio-indicators”). Once appropriate species (or
parameters) are selected, sampling error can constrain our ability to discern the
temporal dynamics of populations, and thus impair our ability to use time series
analyses to assess ecological change (Thrush, Hewitt, and Pridmore, Chapter 4).
Variability also limits the power of statistical tests of impacts, and Mapstone
(Chapter 5) suggests a novel way to incorporate such a constraint directly into the
permitting process by simultaneously weighting Type I and Type II errors in
assessment studies.

The second section of the book (Improving Field Assessments of Local
Impacts: Before-After-Control-Impact Designs), provides the core of the book
and elaborates on the theory and application of BACI-type designs. Osenberg,
Schmitt, Holbrook, Abu-Saba and Flegal (Chapter 6) provide a segue from
Mapstone’s discussion of statistical power by evaluating sources of error in
BACIPS designs and specifically evaluating the power to detect impacts on
chemical-physical vs. biological (individual-based vs. population-based) para-
meters. Stewart-Oaten (Chapter 7) follows with a theoretical treatment of
BACI-type designs, which extends and generalizes much of the earlier research
on BACI(PS). Bence, Stewart-Oaten and Schroeter (Chapter 8) apply this more
general and flexible BACIPS design to data derived from an intensive study of
the impacts of a nuclear power plant. In the final chapter in this section (Chapter
9), Underwood offers an alternative approach in which multiple Control sites are
used to detect impacts in a different way than proposed by the other authors, and
which potentially can detect a greater variety of impacts (e.g., pulses as well as
sustained impacts). :

While BACI-type designs offer great potential to detect impacts of local per-
turbations, they require sampling of a Control site(s) (a site(s) sufficiently close
to the Impact site(s) to be influenced by similar environmental fluctuations, but
sufficiently distant to be relatively unaffected by the disturbance). In many cases,
such a control does not exist, or the significant biological effects of interest are
dispersed over large spatial scales and therefore are difficult (if not impossible)
to detect. In such cases, a BACI-type design or other empirical measure of
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impact is unlikely to be able to quantify the effect with the desired level of pre-
cision. Therefore, we must be-able to extrapolate results obtained from localized
or smaller scale effects to those arising on larger spatial scales. This is the theme
for the book’s third section. Raimondi and Reed (Chapter 10) discuss how the
spatial scales of impacts on chemical—physical parameters might differ from the
scale of impacts on ecological parameters based on life-history features of the
affected organisms. Larval dispersal is central to many of their points.
Understanding the coupling between larval pools and benthic populations and
their response to impacts will require integration of oceanographic models and
ecological studies (Keough and Black, Chapter 11). Oceanographic processes
may also “collect” larvae and pollutants in particular sites (e.g., along linear
oceanographic features), and this aggregation of larvae in high concentrations of
pollutants might amplify deleterious effects of many types of discharge
(Kingsford and Gray, Chapter 12). Ultimately however, effects on larvae need to
be translated into consequences at the population level, and in Chapter 13,
Nisbet, Murdoch, and Stewart-Oaten provide an approach intended to provide an
estimate of how local larval mortality, induced by a nuclear power plant, may
impact the abundance of adults assessed at a regional level. Their work points out
the critical need to better understand the role of compensation in the dynamics of
fishes and other marine organisms affected by anthropogenic activities.

In the final section of the book, we return to the issue of Predictive vs.
Postdictive approaches, emphasizing how and why the Predictive phase (which
typically yields an Environmental Impact Report or Statement) should be inte-
grated with the Postdictive phase (which yields the Field Assessment) to improve
the overall quality of the entire process. The introductory chapter in this section
(Chapter 14: Schmitt, Osenberg, Douros, and Chesson) provides a brief
summary of the current state of the EIR/S process in the United States and
Australia, and Carney (Chapter 15) evaluates the biological data that have been
collected with regard to EIR/S studies (as well as Field Assessments). He con-
cludes that numerous problems (including taxonomic errors, design flaws,
statistical inaccuracies) plague even the most extensive studies. Piltz (Chapter
16) then elaborates on how institutional constraints can impede sound scientific
investigations that require long-term monitoring. His chapter encourages both
scientists and administrators to find solutions that ensure the research continuity
that is required to obtain the most defensible Field Assessments. If EIR/S con-
sistently fail to yield consensus, or if too few data exist to determine the accuracy
of such studies, considerable debate can ensue. This often leads to judicial
involvement in the EIR/S process, which in turn leads to tremendous effort
expended on documentation during the EIR/S process, but with little additional
clarity regarding the likely or actual environmental impacts of a project (Lester,
Chapter 17). ‘

Ultimately, the interplay between the Predictive process (EIR/S or Risk
Assessment) and the Postdictive process (the Field Assessment) is critical to help
guide our development of frameworks used to predict and understand anthro-
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pogenic impacts: are our predictions accurate, and if not how might we modify
our approach? Ambrose, Schmitt and Osenberg (Chapter 18), provide an audit of
an intensive study of the San Onofre Nuclear Generating Station (SONGS) and
compare effects that were predicted during the EIR/S process with those subse-
quently observed. Their findings reveal that the EIR/S process (even in such a
major project) revealed little of the actual impacts; even a detailed scientific
study conducted by an independent committee erred in a number of crucial ways.
Their results demonstrate the need for continued vigilance in conducting well-
designed monitoring studies, such as those using BACI-type analyses.

At times the tone of many of these contributions is rather critical of existing
approaches and even the new approaches outlined in other chapters. It is only
through healthy debate of the merits of alternative designs, and by better
integration of administrative and scientific goals, that improvements in the EIR/S
and Field Assessment processes occur. Indeed, despite this body of criticism, it
is undeniable that refinements in our scientific tools have led to recent improve-
ments in our understanding of anthropogenic impacts. This can only continue by
avoiding complacency and by continuing to develop and refine new tools that can
be used to tackle these important issues. Of course, realization of our ultimate
goal depends upon expanding our basic knowledge of the dynamics and
functioning of ecological systems, understanding the mechanisms by which
anthropogenic activities impact these systems, and incorporating this information
into models and theory to permit us to predict the occurrences of future impacts.
But first, we must be better able to quantify the actual impacts that specific activ-
ities have induced in ecological systems. This simple goal is neither trivial nor
commonly realized, but it is fundamental and achievable. Our hope is that this
book helps to further advance understanding of the interactions between human
activities and our impacts on our environment.
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Abstract. We address the task of determining the effects, on mean population density
or other parameters, of an unreplicated perturbation, such as arises in environmental
assessments and some ecosystem-level experiments. Our context is the Before-After-Con-
trol-Impact-Pairs design (BACIP): on several dates Before and After the perturbation,
samples are collected simultaneously at both the Impact site and a nearby “Control.”

One approach is to test whether the mean of the Impact-Control difference has changed
from Before to After the perturbation. If a conventional test is used, checks of its as-
sumptions are an important and messy part of the analysis, since BACIP data do not
necessarily satisfy them. It has been suggested that these checks are not needed for ran-
domization tests, because they are insensitive to some of these assumptions and can be
adjusted to allow for others. A major aim of this paper is to refute this suggestion: there
is no panacea for the difficult and messy technical problems in the analysis of data from
assessments or unreplicated experiments.

We compare the randomization ¢ test with the standard ¢ test and the modified (Welch-
Satterthwaite-Aspin) ¢ test, which allows for unequal variances. We conclude that the
randomization ¢ test is less likely to yield valid inferences than is the Welch ¢ test, because
it requires identical distributions for small sample sizes and either equal variances or equal
sample sizes for larger ones. The formal requirement of Normality is not crucial to the
Welch ¢ test.

Both parametric and randomization tests require that time and location effects be
additive and that Impact-Control differences on different dates be independent. These
assumptions should be tested; if they are seriously wrong, alternative analyses are needed.
This will often require a long time series of data.

Finally, for assessing the importance of a perturbation, the P value of a hypothesis test
is rarely as useful as an estimate of the size of the effect. Especially if effect size varies with
time and conditions, flexible estimation methods with approximate answers are preferable

- to formally exact P values.

Key words: environmental assessment; intervention analysis; pseudoreplication; randomization
tests.

INTRODUCTION a particular power plant, we cannot randomly assign

A common problem in basic ecological studies and the location of the plant, or build more than one of
applied environmental work is to determine whether ~them. Even in basic ecological work, although we can
a particular population, community, or other object of ~©ften randomly assign the perturbation to one or SEN=
interest has changed after a perturbation to the envi- 72l of the experimental units, costs or the unavaila-
ronment. The answer is often obtained by conducting ~ Pility of replicates may make replication infeasible,
an experiment, consisting of a number of replicates, Particularly in whole ecosystem manipulations (Car-
each randomly assigned to one of several treatments, Penter 1989, 1990, Carpenter et al. 1989). :
and then applying standard statistical analyses. In general, the major goal of a study of an unrepli-

However, replication with randomly assigned treat- cated perturbation is to determine whether the state of
ments is not always possible. In assessing the effects of ~the perturbed system differs significantly from Wh‘?‘ 1t

would have been in the absence of the perturbation.

! Manuscript received 11 January 1991; revised 26 August Usually the “state” of the system is the mean value of
1991; accepted 28 August 1991. some univariate or multivariate quantity, such as the

2 Present address. population size, average size, or life history parameters
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of one or more species. We will assume the quantity
of interest is univariate, e.g., the population abundance
of a single species in a fixed area, although many of
the general points we make also apply in the multi-
variate case.

Because the state of the system in the absence of the
effect cannot be observed after the disturbance, we need
to estimate what it would have been and compare the
estimate statistically with the observed (perturbed)
condition. The Before-After-Control-Impact-Pairs
(BACIP) design (Stewart-Oaten et al. 1986) accom-
plishes this by collecting samples at both the Impact
site and a nearby “Control” site. These samples are
paired, in the sense that the Control and Impact sites
are sampled simultaneously (as nearly as possible).
Replication comes from collecting such paired samples
at a number of times (dates) both Before and After the
perturbation.

Each observed difference (e.g., in estimated popu-
lation density) between the Impact and Control sites
during the Before period is taken as an estimate of the
mean difference that would have existed in the After
period without the perturbation. The observed Im-
pact-Control differences, one for each sample date,
constitute a time series; we compare the differences
from the Before period to those from the After period;
a change in the mean difference indicates that the sys-
tem at the Impact site has undergone a change relative
to the Control site. The general process of estimating
a change in a parameter, following a perturbation, has
been termed “intervention analysis” (Box and Tiao
1975).

The BACIP design allows for natural differences be-
tween the Control and Impact locations, and for changes
from the Before to the After period that influence both
sites the same way (e.g., resulting from a large-scale
change coincident with the putative local impact). Hy-
pothetical examples are shown in Fig. 1.

But the design does not ensure that the assumptions
of standard 2-sample tests, for comparing the *“Before”
set of differences to the “After” set, are satisfied. For
the two-sample ¢ test, the assumptions are:

1) Additivity: Time and location (site) effects are
additive (i.e., in the absence of the perturbation, the
expected Impact-Control difference is the same for all
dates).

2) Independence: Observed differences from differ-
ent dates are independent.

3) Identical Normal Distributions: The distribution
of the deviation (observed difference-mean difference)
is (a) the same for each time within a period; (b) the
same in the After period as in the Before period; (c)
‘Normal.

An adequate analysis must deal with these assump-
tions, either by supporting them (by arguing for their
a priori plausibility and/or carrying out tests or other
diagnostic procedures) or by showing that the analysis
is not sensitive to their violation. This is a messy and
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complicated part of the analysis, which rarely can dis-
pel doubt altogether. Thus tests needing fewer or more
plausible assumptions could be valuable.

Recently, Carpenteretal. (1989) proposed “random-
ized intervention analysis” (RIA), which employs a
BACIP design but uses a randomization test instead
of a ¢ test to decide whether there has been a change
in the difference between the impact and control sites.
They argue that a “distinct advantage” of RIA is that
non-Normality does not affect the test results, and im-
ply that this solves problems of temporal trends and
time lags. They add that RIA is not affected by het-
erogeneous variances “unlike . . . the ¢ test,” and that
the effects of serial correlation will often not lead to
equivocal results.

We discuss assumptions (1), (2), and (3) in reverse
order, with special reference to RIA, the standard ¢
test, and the Welch (or Welch-Satterthwaite-Aspin)
modification of the ¢ test for unequal variances (Sne-
decor and Cochran 1980:97). We argue: (a) RIA’s ro-
bustness to non-Normality offers little advantage: the
two parametric ¢ tests are also little affected by non-
Normality unless sample sizes are very small; (b) the
Welch ¢ test is approximately valid when the Before
and After distributions have different variances; the
other two tests are not, unless sample sizes are nearly
equal; (c) the Welch ¢ test is approximately valid when
the distributions vary within a period; the others are
not, although they are approximately valid if the av-
erage Before variance is nearly the same as the average
After variance; (d) if the successive differences are not
independent, none of the tests is valid; they may be
approximately valid if the dependence is weak (and the
other assumptions hold); (e) if time and location effects
are not additive, none of the tests is valid; they may
be approximately valid if the effects are approximately
additive.

We also discuss the general application of BACIP.
We argue (1) that hypothesis testing, either classical or
Bayesian, is less important than estimation of the ef-
fect’s size and ecological assessment of its importance,
and (2) that the appropriate statistical methods will
often be unavoidably messy: effects may vary with en-
vironmental conditions that can be delineated only
roughly, and estimates will depend on models, which
are based partly on intuition, guesswork, and mathe-
matical convenience, and must be supported by bio-
logical arguments and formal and informal diagnostic
checks.

In what follows, we assume there are n Before dates
and n, After dates; on the /" Before date, the estimated
densities were I at the Impact site and Cjp; at the
Control, for a difference of Dj;. Similarly we have I,
C,;, and D,; on the j* After date. The average differ-
ences are D, and D,.. The randomization test takes
the (n; + n,) values (the Dp’s and D,;’s) as given but,
under the null hypothesis, their assignment to “Before™
or “After” is assumed to be random. The P value for
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Fic. 1. Hypothetical examples of data collected using the Before-After-Control-Impact-Pairs (BACIP) design. (A) A case
where average abundance is greater in the Control area than in the Impact area and where average abundance falls from
Before to After. Note that the average difference between Impact and Control does not change significantly from Before to
After (bottom panel), indicating that there has been no effect of the perturbation. (B) For comparison, a case where the
perturbation has reduced the abundance of the species at the Impact site, leading to a decline in the difference from Before

to After (bottom panel).

the test is then the fraction of the (n, + n,)!/(nzln,!)
possible assignments that give a larger value of the test
statistic than was actually observed (Pratt and Gibbons
1981: Chapter 6). The randomization ¢ test uses
D — D,. (or an equivalent) as the test statistic.

IDENTICAL NORMAL DISTRIBUTIONS

It is likely that one or more of these assumptions
will fail. Many biological observations are non-Nor-
mal. Even without perturbation effects, distributions
may well change between periods (Before and After),
e.g., due to long-term weather patterns. They may also
change within periods, e.g., the variance of an estimate
of population density may be greater in summer than
in winter.

Parametric t tests

Non-normality. —Strong evidence that the standard
and Welch ¢ tests are little affected by non-Normality
comes from studies of both large and small sample
sizes.

For large sample sizes, it is a direct result of the
Central Limit Theorem: the usual ¢ statistics are all
approximately Normal, provided only that the parent
distributions have finite variances.

For small sample sizes, there are a few analytical
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studies (Efron 1969, Tan 1982) providing evidence of
the ¢ test’s robustness to non-Normality, but the main
evidence comes from simulations, e.g., Yuen and Dix-
on (1973), Yuen (1974), Murphy (1976), Posten (1978,
1979), Tiku (1980), Gans (1981), Tiku and Singh (1982).
Several others are reviewed by Glass et al. (1972).

A serious problem arises only from strong skewness.
If Dy. and D,. have different skewness, or have the
same (non-zero) skewness but different variances, then
D, — D,., the numerator of the ¢ statistics, will have
a skewed distribution. But such skewness is unlikely
to be strong. Since I, and Cy, are estimates of similar
things (e.g., population densities) based on similar sam-
pling effort, they are likely to have similar skewness
and variance: most of the skewness should cancel in
the difference, Dy; = I, — Cp;. More skewness is lost
by averaging to get D;., and still more in the difference,
Dy. — D,., if these are similarly skewed, as is likely.
If histograms of the D,,’s and D,;’s show pronounced
skewness that is likely to persist through averaging and
differencing, a modification of the Welch ¢ test (Cressie
and Whitford 1986) seems to solve the problem.

Distributions change between periods. — This creates
little problem unless both variances and sample sizes
are unequal, in which case the Welch ¢ test is approx-
imately valid, but the standard ¢ test is not. The two
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[ statistics have the same numerator, D,. — D, which
is approximately Normal by the Central Limit Theo-
rem, except for the problem of skewness just described.
Validity depends on the denominator, whose square
should approximate the variance of D,. — D,., with a
relative error that approaches 0 as sample size increas-
es.

The variance of Dy. — D,,. is §2 = o*/ng + 7,2/n,,
where the ¢*’s are the true variances. For the Welch ¢
test, the denominator is

Sw=VIss*/ng + s2/n,].

For the standard ¢ test, the denominator can be writ-
ten as

S, = VI[Mgsg*/n, + M 5.2 /ngl.

The s%’s are the usual variance estimates and, for Z =
A or B,

My= (1= UUny)/[l — 2/(ny + n)].

As ng and n, approach <o, the s2’s approach the ¢¥’s
and the M’s approach 1. Thus S, does approach S,
but

S;? approaches sz2/n, + 5.2/ng = R*S?,

where R? = (rag2 + ¢,2)/(05> + ro,2) and r = ny/n,.

This shows that the Welch ¢ test gives the correct
level for large sample sizes; the simulations mentioned
above verify this for moderate sample sizes. It also
shows that, when its nominal level is «, the standard
t test rejects the (true) null hypothesis that the Before
mean is less than or equal to the After mean with
probability approximately ®(—Rz,), where ® is the
standard N(0, 1) cumulative distribution function and
=, 1is the point for which &(—z,) = «. If either the sample
sizes or the variances are approximately equal, R = 1
and the test is approximately valid. But if the smaller
sample comes from the distribution with the larger
variance, R < 1 and the test rejects more frequently
than advertised. In the reverse case, it rejects less fre-
quently.

One option is to use a test of equality of variances
to decide whether to use the standard or the Welch ¢
test. Simulations by Gans (1981) indicate that this is
inferior to direct use of the Welch ¢ test. In particular,
it rejects too frequently when R < | and one variance
is about half the other.

Distributions change within periods. —For this prob-
lem, some general results are given for estimates of
location by Stigler (1976), for one-sample ¢ tests by
Cressie (1982) and for two-sample ¢ tests by Cressie
and Whitford (1986). The main large sample results
are similar to those just described. The numerator of
both ¢ tests, Dy. — D, is approximately Normal. (There
is a condition for this, roughly that the variances not
be so dissimilar that most of the variability of Dj. or
D,. comes from a small subset of the observations; see
Feller 1966:491.) Its variance is 05.2/n; + ¢,.2/n,, where
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0.2 = 2 052/ng and o2 is the variance of the i “Be-
fore™ difference. The Welch ¢ test is approximately
valid in general, because S, 2 approaches this variance.
S, does so only if 052 = ¢,,.2, i.e., the standard ¢ test
is valid for unequal sample sizes only if the average
Before and After variances are the same.

For moderate sample sizes, the Welch ¢ test may be
“liberal”: its true rejection probability may be slightly
greater than the nominal value because its degrees of
freedom are overestimated. The standard formula di-
vides an estimate of 2{ E[S,,*]}* by an estimate of V[S,].
With heterogeneous variances, the latter estimate, 5,*/
ng*(ng — 1) + s,*/n2(n, — 1), is biased low: roughly,
for Normal variables, s;* approaches (c,.2)? instead of
the desired Z o5°/np = (05.2)* + V(os?), where V(c,?)
is the variance of the set 0,2, 05,2, ... (Cressie and
Whitford 1986). But, since variances must be positive,
V(a5%) is unlikely to be significantly larger than (¢,.2)?,
which is overestimated by sz*, so the correct degrees
of freedom are likely to be at least half the nominal
value. If the nominal value is 30 or more, this error
has little effect. Unfortunately, we know of no simu-
lation studies of this case. '

Randomization tests

The assumptions for randomization tests (which are
sometimes called permutation tests) are usually satis-
fied in experiments by the investigator’s deliberate ran-
dom assignment of units to treatments. This is not
possible in intervention analysis: one cannot randomly
assign sampling times to “Before” and “After.” Instead
itis assumed that “Nature” does the random assigning:
under the null hypothesis, the “Before” and “After”
observations are assumed to be independent draws from
a common distribution.

Thus all of the assumptions listed in the Introduction
are required, except only assumption 3(c), Normality.
The user of RIA must show either that these assump-
tions hold or that RIA remains valid when they fail.

The randomization test is not valid for unequal var-
iances. For large sample sizes, it is invalid in the same
wzy, and to the same extent, as the standard ¢ test
discussed above. The limiting level and power of the
randomization test are the same as those of the stan-
dard ¢ test. For equal variances, this result was proved
by Hoeffding (1952), with the restriction that the orig-
inal distributions have finite third absolute moments,
in our notation, E | Dy; |? < c0oand E | D |3 < oo, which
is satisfied in almost all realistic cases. Romano (1990)
proves it without requiring either equal variances or
the third moment restriction. Our moderate sample
(20 and 40) simulations with Normal variables agreed
closely with these asymptotic results. One of us has
also extended Hoeffding’s proof to the case where var-
iances change within periods (A. Stewart-Oaten, un-
published manuscript): Romano’s work suggests the
third moment restriction is unnecessary here, too. Ro-
mano also shows that the randomization test based on
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medians is invalid for non-identical distributions, even
for equal sample sizes, unless the Before and After
probability densities at their medians are equal or sat-
isfy an unlikely condition.

For small sample sizes, it is easy to construct ex-
amples for which the randomization ¢ test is invalid
for non-identical distributions, even when the vari-
ances are the same.

INDEPENDENCE

Standard two-sample tests, including ¢ tests and ran-
domization tests (when these are based on randomiza-
tion by “Nature” rather than by an experimenter), as-
sume that the Dg,’s and D,,’s are independent.

In the assessment problem, the most likely violation
is positive serial correlation: observations (Dj,;’s and/
or D,’s) close in time may tend to be close in value.
In this case, the variance of the average of the differ-
ences, e.g., ¥(Dj.), is no longer the variance of a single
observation divided by the sample size, e.g., V(Dp,)/ ng,
but is larger. If this is not allowed for, all these tests
will reject true null hypotheses more frequently than
advertised, because observed averages will be less pre-
cise than they are assumed to be.

The observed Dy,’s and D ;’s vary for two reasons.
One is sampling error: the estimated Impact—Control
difference at a given sampling time will not exactly
equal the true difference at that time. But our concern
is not with this “true difference,” which itself varies
naturally over time: any particular Before and After
values are almost certain to be different even if there
is no perturbation effect. Our concern is with the mean
of the ““true difference,” i.e., the mean of the stochastic
process of which the entire set of true differences over
a period is a single realization (see Stewart-Oaten et
al. 1986).

Correlation can arise from the second source of vari-
ation: the deviation between the true difference and its
mean. This potential problem has been termed “pseu-
doreplication in time” (Hurlbert 1984). Two devia-
tions will be correlated if the time between them is
short enough that the same random events (births,
deaths, movements, etc.) play significant roles in both.
The variation in the true difference would then be un-
derrepresented in the sample, leading to underesti-
mation of the variance of Dy. or D,..

Whether serial correlation in the observed differ-
ences is sufficient to invalidate the test for an effect
must be assessed by formal tests and by a priori ar-
guments and models based on knowledge of the pop-
ulations under study. Stewart-Oaten et al. (1986) pre-
sent arguments and a simple (though easily extended)
model suggesting that, provided the additivity as-
sumption holds, only large, local events (occurring at
one site but not the other) should introduce serial cor-
relation. Non-local events (e.g., storms) should have
similar population consequences at both Impact and
Control, and thus cancel (at least approximately) when
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we take differences. Small events (e.g., individual births
and deaths) should not affect the populations for far
into the future, and are likely to be swamped by the
sampling errors (which are independent).
Correlation should be insignificant if sampling times
are sufficiently separated so that a single event is un-
likely to have a large local effect for more than one
time. Arguments and models indicating how large a
separation is needed should depend on the organism.
For some populations, e.g., those which are short lived,
highly mobile or strongly density dependent, local
changes, even if large, will have only a brief effect.
For others, observations a year or more apart may
be significantly correlated. A sedentary species whose
larvae or seeds disperse unevenly in space over a short
annual recruitment/settlement period is likely to have
much the same local population within a year (between
one recruitment period and the next) but quite different
populations between years: variation in recruitment
might be a long-lasting large local effect. Another case
occurs when dispersion between Impact and Control
sites is rare, as for lakes. For example. Osenberg et al.
(1988) analyzed size-specific growth rates of sunfish in
eight lakes over a 10-yr period and found that half of
the interpretable variation arose from lake X year in- -
teractions. Since the growth of these fishes is closely
tied to the availability of their resources (Mittelbach
1988, Mittelbach et al. 1988, Osenberg et al. 1988,
Osenberg and Mittelbach 1989), these data suggest that
the abundances of the invertebrate prey also exhibit
lake X year effects. Some fish populations are also known
to exhibit dramatic population cycles that may result
from strong age class interactions (e.g., Aass 1972,
Hamrin and Persson 1986, Townsend 1989), and the
timing of these cycles may well vary from lake to lake.
If variation in fish density cascades to lower trophic
levels (Carpenter et al. 1987), then this could introduce
local year (or even longer period) effects in a number
of biological variables measured in a BACIP study.
There is no guaranteed resolution of these uncer-
tainties. Whatever testing procedure is used should be
derived from a model that is plausible and survives
diagnostic checking against the data, both formal tests
and informal inspection, especially plots. The plausi-
bility is important. For example, a single year of data
would be insufficient for a test of serial correlation in
the examples just given, since the main source of vari-
ation, between years, is never observed. An implau-
sible model might survive diagnostic checking in these
cases, and could then be used to indicate a “pertur-
bation effect” that was really natural year-to-year vari-
ation. In most cases, we would expect several years of
Before and After data to be needed, with serial cor-
relation of the Before differences checked by the Dur-
bin-Watson (Durbin and Watson 1971) and Ljung-Box
(Ljung and Box 1978) tests, and one-way ANOVA,
using years as “‘treatments.”
If serial correlation appears significant, either a priori
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FIG. 2. An example of the effect of serial correlation on
the randomization ¢ test. The proportion of results that were
significant (when H, is true and testing is done at the .01 level)
is plotted against the value of the autocorrelation coefficient.
Results are shown for sample sizes of 5 and 15 in each period.
In all cases results are based on 5000 simulated trials, and
randomization tests were based on the random selection of
5000 permutations. Data were generated from the same
Gaussian autoregressive model of order one separately for
each period.

or as a result of tests, the test for a change needs to be
based on a model that includes plausible representa-
tions of the non-ignorable types of correlation (e.g.,
Box 1954, Box and Tiao 19635, 1975, Tiao et al. 1975,
Jones 1980, 1981, McDowall et al. 1980), and is itself
subjected to diagnostic checks (Box 1980).

Carpenter et al. (1989) recognize that serial corre-
lation can inflate Type I error rates in randomization
tests, but suggest that the rule “reject if the nominal P
valueis < .01 gives a conservative .05-level test. This
rule lacks generality and seems to us undesirable. First,
if the correlation is weak, this test is too conservative
and is inefficient. Second, if the correlation is strong
enough, the test is invalid. Fig. 2 shows that, for sam-
ples of 15 from a first-order autoregressive model with
equal variances, the test is invalid if » > 0.3.

= ADDITIVITY

Suppose the two populations vary but tend to track
one another so that the density in the Impact area is
typically 50% of that in the Control area. Then the
difference between the raw Impact and Control den-
sities will also vary. The effects of location and time
on the means at the Impact and Control sites are not
additive: the time effect does not cancel when we take
the differences. Such non-additivity has three conse-
quences.

Two arise when there is systematic (e.g., seasonal)
variation in the overall density. The mean Impact—
Control difference (the mean of the stochastic process
mentioned in the previous section) then varies over
time. The correct model for the data will not be the
one the test is based on, i.e., Dy, = ug + €5 and D,; =
u, + €4, where the errors, ¢;, have mean zero, but Dy,
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= pg + Ng + eg;and D, = p, + N,, + ¢, where the
N;’s are non-random.

One consequence is that the test for an effect is not
comparing g, with u, but comparing u,; + N,.. with
mq + N,.. These could differ solely because of the choice
of sampling times, e.g., if the fraction of summer sam-
ples is higher in the Before period than in the After.
Of course, we can balance the samples with respect to
seasons, but there may be other cycles, perhaps un-
known, that are not balanced.

Second, if we have balanced cycles, the ,’s will not
bias the estimates of the means, but they will add to
the estimated variances: the test will be more conser-
vative (and less efficient) than it should be.

The third consequence arises from random natural
variation, such as major storms or long spells of un-
usual weather. This changes densities in both areas;
without additivity, it also changes their difference. Thus
region-wide, long-lasting random variation may not
tend to be cancelled when we take differences. The
assumption that the observed differences are indepen-
dent is then less plausible.

For hypothesis testing, the obvious way to satisfy
the additivity assumption is to transform the data. If
the data are multiplicative, as in the example above,
we would expect to transform to logs. In practice, the
“right” transformation may not be known, and various
methods have been suggested for choosing a transfor-
mation in this situation (Tukey 1949, Box and Cox
1964, Andrews 1971, Carroll and Ruppert 1981, 1984,
Hinkley and Runger 1984).

It may be that there is no monotone transformation
for which the data (or the underlying process that pro-
duced them) are additive. For example, it may be that
Impact densities are higher than Control in winter, but
are lower in summer. In such cases a different analysis
may be better. We return to this below. The main
message is that the problem of non-additivity cannot
be ignored, regardless of whether the final test is a ¢
test, a randomization test, or something else.

EFFICIENCY

Validity is not the only important consideration in
the choice of tests. We also want a test that is efficient,
i.e., which has good power.

All three of the tests discussed here can be inefficient,
because they are based on the Before and After sample
averages. The average is, in some non-Normal cases,
an inefficient estimator: for a given sample size, there
are other unbiased estimators with much smaller var-
iances for non-Normal distributions and only slightly
larger variances for Normal distributions (Andrews et
al. 1972). These “efficiency robust” estimators main-
tain small variances against a range of distributions by
reducing the influence of the extreme observations.

A major virtue of randomization tests is the possi-
bility of greater efficiency, from the use of robust es-
timates whose distributions are hard to determine, e.g.,
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the median. However, as we have seen, these tests are
likely to be invalid when the null distributions are not
identical, as in the assessment problem.

Fortunately, there are robust estimators whose var-
lances can be estimated. These can be used as the basis
for *z-like” tests (both standard and Welch). Examples
include trimmed means (Yuen 1974), biweight esti-
mators (Kafadar 1982), modified maximum likelihood
estimators (Tiku and Singh 1982), and many others
(Andrews et al. 1972). Perhaps the easiest to use are
the trimmed means, although the biweight may be the
most efficient overall (Gross 1976).

In many cases a reasonable approach is to use both
a Welch ¢ test and an efficient Welch ¢-like test. Only
if they disagree is there a problem requiring a closer
look at the data. Then the focus might well be on any
skewness that might cause the tests to be testing dif-
ferent things: if so, the investigator needs to decide
what kind of change is of concern.

Discussion

A main point of this paper is that there is no panacea
for the difficult and messy technical problems in the
analysis of data from assessments or unreplicated ex-
periments using the BACIP design. Statistical analyses
must be based on plausible models, themselves based
on a priori empirical and theoretical arguments and
checked by formal and informal methods.

In particular, randomization tests are likely to be
invalid in assessment if sample sizes are unequal, be-
cause a crucial assumption, equal variances of the Be-
fore and After deviations, is likely to be violated. The
Welch ¢ test is more likely to be valid, because it does
not require this assumption, and violation of its Nor-
mality assumption is not likely to be important to its
validity. However, both tests also require the assump-
tions of independence and additivity.

We have concentrated on randomization ¢ tests, but
similar comments apply to virtually all “distribution
free” and nonparametric tests. They require the ad-
ditivity and independence assumptions and, contrary
to frequent suggestions (e.g., Carpenter 1990, Jassby
and Powell 1990), are less likely to be valid than are
modifications of classical parametric tests, when dis-
tributions vary over time and sample sizes are unequal,
as must be expected for assessment data.

For the remainder of this paper, we turn from the
validity and efficiency of tests of “no effect” to the more
important, if less technical, question of their proper
role.

The “P value” is the probability that data indicating
an effect as strongly as our data do, or more so, would
arise by chance if in fact there was no effect. Reckhow
(1990) asserts that it is often misinterpreted as the
probability that there is no effect, and advocates direct
calculation of this probability by Bayesian methods.
We disagree.

First, the prudent solution to misinterpretation of
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classical P values is improved explication rather than
dumping the methods.

Second, Bayesian conclusions depend on subjective
prior probabilities, which are likely to vary widely,
especially in adversarial situations; there is a risk that
debates about effects will focus less on the data and
more on the credentials of the “experts” whose priors
are invoked. For example, Reckhow (1990) claims that
P values are misleading because Bayesian calculations
of the probability of no effect by Berger and Sellke
(1987) are usually much larger. But these calculations
are based on a prior probability of =0.5 that there is
indeed no effect. In most assessment problems we would
regard this prior probability as quite unrealistic: there
is almost certainly some effect, so the prior probability
of no effect should be close to 0; the Bayesian posterior
probability of no effect could then easily be smaller
than the P value.

Third, and most important: neither a 2 value nor a
Bayesian posterior probability, for a null hypothesis
that is inherently implausible, is adequate for such pur-
poses as making decisions about ending or mitigating
the impact, resolving legal disputes, designing future
power plants or sewage outfalls, managing ecosystems,
or studying the biological mechanisms involved (e.g.,
National Research Council 1990:76). The important
questions are how large the effects are, and whether
they matter. The main statistical tasks are estimating
effect sizes and estimating the precision of these esti-
mates, not hypothesis testing.

For this, there is a standard classical format, confi-
dence intervals. There are Bayesian alternatives, but
the disagreement between the two is usually minor for
large or moderate sample sizes (Pratt 1965), provided
that the prior distribution does not have a sharp peak.
In assessments, where there are usually many inter-
acting species, environmental parameters and physi-
ological processes, many of them poorly understood,
we would expect honest prior distributions to be quite
diffuse.

Any test can be used to form a confidence interval
for the size of the effect: the confidence interval is the
set of values, §, for which the null hypothesis ‘“the
change in the difference of the means is 6 is accepted.
For many parametric tests, this interval is as easily
calculated as the test itself. Randomization tests are
much harder to convert, although efficient algorithms
exist for some special cases (Pagano and Tritchler 1983,
Tritchler 1984).

But not all parametric tests will lead to useful esti-
mates in the assessment problem. If a transformation
is needed for additivity, the test will concern the mean
difference of transformed data; the ecological signifi-
cance of a change in this mean may be obscure. In
some cases there may be no suitable transformation,
e.g., if the “Control” population density is greater than
the Impact density in winter but smaller in summer,
no monotone transformation can achieve additivity.
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Perhaps most important, real perturbation effects might
not be constant, even if we have the correct transfor-
mation. They may vary seasonally or in response to
other conditions. For example, the cooling water sys-
tem of the San Onofre Nuclear Generating Station may
reduce irradiance (and gametophyte survival) over the
San Onofre Kelp bed when the current flows South,
but increase it when the current flows North (Murdoch
et al. 1989).

One way to deal with these problems is to think of
the “‘Control” density and other variables (e.g., season,
current direction, water temperature, etc.) as predic-
tors. Using regression methods on the Before data, we
could estimate the function that best predicts the Im-
pact area density from these predictors. The pertur-
bation effect could be estimated as the difference be-
tween this function and the corresponding function
obtained from the After data. This approach allows for
effects that vary with environmental conditions, in-
cludes quantitative estimates of uncertainty (via con-
fidence bands), and is conducive to graphical presen-
tation, which many audiences may find easier to
understand. At least one successful example of this
approach already exists (Mathur et al. 1980).

This would not usually be a ‘“clean” approach. It
would involve regressions based on guessed functional
forms, which would be checked, in part, by formal
statistical tests, themselves often approximate. Few, if
any, of the confidence intervals could be regarded as
exact. Increasing exactness, e.g., by incorporating the
uncertainty over functional form into the confidence
interval, would be a difficult task, requiring some ar-
bitrary judgments, and probably of little use to readers.

But restricting consideration to questions that allow
formally exact answers (or appear to), such as overall
tests for an effect, risks losing the information of most
value: “Far better an approximate answer to the right
question, which is often vague, than an exact answer
to the wrong question, which can always be made pre-
cise” (Tukey 1962).
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Abstract. The power of any test of an environmental impact is simultaneously con-
strained by (1) the variability of the data, (2) the magnitude of the putative impact. and
(3) the number of independent sampling events. In the context of the Before-After-Control-
Impact design with Paired sampling (BACIP), the variability of interest is the temporal
variation in the estimated differences in a parameter (e.g., population density) between two
unperturbed sites. The challenges in designing a BACIP study are to choose appropriate
parameters to measure and to determine the adequate number and timing of sampling
events. Two types of studies that are commonly conducted can provide useful information
in designing a BACIP study. These are (1) long-term studies that provide estimates of the
natural temporal and spatial variability of environmental parameters and (2) spatial surveys
around already-perturbed areas (““After-only” studies) that can suggest the magnitude of
impacts.

Here we use data from a long-term study and an After-only study to illustrate their
potential contributions to the design of BACIP studies. The long-term study of parameters
sampled at two undisturbed sites yielded estimates of natural temporal variability. Between-
site differences in chemical-physical parameters (e.g., elemental concentration) and in
individual-based biological parameters (e.g., body size) were quite consistent through time,
while differences in population-based parameters (e.g., density) were more variable. Serial
correlation in the time series of differences was relatively small and did not appear to vary
among the parameter groups. The After-only study yielded estimates of the magnitude of
impacts through comparison of sites near and distant from a point-source discharge.The
estimated magnitude of effects was greatest for population-based parameters and least for
chemical-physical parameters, which tended to balance the statistical power associated
with these two parameter groups. Individual-based parameters were intermediate in esti-
mates of effect size. Thus, the ratio of effect size to variability was greatest for individual-
based parameters and least for population and chemical-physical parameters.

The results suggest that relatively few of the population and chemical-physical param-
eters could provide adequate power given the time constraints of most studies. This in-
dicates that greater emphasis on individual-based parameters is needed in field assessments
of environmental impacts. It will be critical to develop and test predictive models that link
these impacts with effects on populations.

Key words: Before-After-Control-Impact design; environmental impact; environmental monitor-
ing; impact assessment; individual vs. population parameters; pollution; produced water; serial corre-
lation; spatial variability; statistical power; temporal variability.

INTRODUCTION will be difficult to detect with any degree of confidence.
Therefore, it is critical to consider statistical power in
planning and interpreting environmental impact as-
sessment studies (Green 1989, Fairweather 1991, Faith
et al. 1991, Osenberg et al. 19924, Mapstone, in press;
see also Peterman 1990, Cooper and Barmuta 1993).
Consideration of power can also guide the selection of

' Manuscript received 12 June 1992; revised 19 April 1993; ~ environmental parameters and sampling intensity.
accepted 7 May 1993. These are important design criteria because time and

A principal challenge posed in field assessments of
environmental impacts is to isolate the effect of interest
from noise introduced by natural spatial and temporal
variability. If the size of an impact from a human
disturbance is small relative to natural variability, it
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financial constraints typically limit the number of pa-
rameters that can be measured and the number of sam-
ples that can be collected.

Calculation of statistical power, which is the prob-
ability of rejecting the null hypothesis of “no effect”
when it is false, requires specification of the number
of replicates as well as the ratio between the size of an
effect and the variability among the replicates (Cohen
1977). Because there are many assessment designs, each
of which makes different assumptions about the mean-
ing of “‘effect,” “variability,” and “replicate” (Green
1979, Stewart-Oaten et al. 1986, Eberhardt and Thom-
as 1991, Underwood 1991, 1994, Osenberg et al.
1992a), the general assessment design must be speci-
fied before power can be discussed unambiguously. In
assessing the environmental impacts of a particular
anthropogenic activity, we typically require a design
that explicitly deals with the lack of spatial replication
and randomization (e.g.. nuclear power plants are not
replicated and placed at random sites along the United
States coastline: Stewart-Oaten et al. 1986). The Be-
fore-After-Control-Impact design with Paired sam-
pling (BACIP: Stewart-Oaten et al. 1986, Schroeter et
al. 1993, Stewart-Oaten, in press; see also Campbell
and Staniey 1966, Eberhardt 1976, Skalski and
McKenzie 1982, Bernstein and Zalinksi 1983, Car-
penter et al. 1989) meets this criterion, and is the focus
of our analyses and discussion.

In its simplest formulation, BACIP requires simul-
taneous (Paired) sampling several times Before and
After the perturbation at a Control and an Impact site.
The measure of interest is the difference (hereafter re-
ferred to as ““delta,” A) in a parameter value (in its raw
or transformed state) between the Control and Impact
sites as assessed on each sampling date (e.g., A,
log(Cp;) — log(l,;), where C,; and I, are estimates of
the parameter at the Control and Impact sites on the
" date of the period P: i.e., Before or After). The av-
erage delta in the Before period is an estimate of the
average spatial difference between the two sites, which
provides an estimate of the expected delta that should
exist in the After period in the absence of an environ-
mental impact (i.e., the null hypothesis). The difference
between the average Before and After deltas (4, — A,.)
provides a measure of the magnitude of the environ-
mental impact. Confidence in this estimate is deter-
mined by the variation in deltas (among sampling dates
within a period, S,), as well as the number of sampling
dates (i.e., replicates) in each of the Before and After
periods (nz + n, = n). For the purposes of this study,
we define

Effect size = A,. — A,., 1)
Varability = S,
= [Z. @A — 8. 1% 0 = D2, (2)
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We assume for convenience that variability (S.), as
well as sample size (n,), are equal in the Before and
After periods (but see Stewart-Oaten et al. 1992). Note
that the standardized effect size (Eq. 3), which consists
of two components (defined by Egs. 1 and 2) expresses
the effect size in standard deviation units and enters
directly into conventional calculations of power (Co-
hen 1977). We double the standard deviation of deltas
(S,) in the denominator of Eq. 3 based on the as-
sumption that the resulting test will be two-tailed (Gill
1978). .

Unlike other designs, the variability of interest, S,,
is not a simple measure of within-site sampling vari-
ability. Rather, it is a measure of the actual temporal
variation in deltas, as well as within-site sampling error
(which contributes to error in estimating the actual
delta on any date). Fig. 1 illustrates how this variability
of deltas can be altered without any change in the av-
erage temporal variability of a parameter (e.g., density),
or in the amount of within-site sampling error. The
critical feature in determining the variability among
deltas is the extent to which estimates of parameters
at the two sites track one another though time: Mag-
nuson et al. (1990) refer to this as “temporal coher-
ence.”

To aid in the planning of a BACIP study, it would
be helpful to find previous BACIP studies conducted
in a comparable situation (e.g., similar perturbation in
a similar environment) and review the results for vari-
ability and effect size. This would permit estimation
of the number of sampling dates needed to achieve a
given level of power (e.g., Bernstein and Zalinski 1983)
or a given amount of confidence in estimates of the
effect size (e.g., Bence et al., in press, Stewart-Oaten,
in press). For example, parameters with large stan-
dardized effect size (i.e., relatively large effect size and
small variability) will yield more powerful assessments
with fewer sampling events than parameters with low
standardized effect size. Obtaining an adequate num-
ber of sampling events in the Before period is crucial
in a BACIP assessment, since once the perturbation
begins it is no longer possible to obtain additional Be-
fore samples. Unfortunately, there are few existing BA-
CIP studies that permit this type of analysis.

In the absence of this information, other data could
be used to guide the design of BACIP studies. Two
types of non-BACIP studies are more common and
can offer insight. The first are long-term studies that
document natural spatial and temporal variability, and
therefore can provide estimates of S, (Eq. 2). The sec-
ond are “After-only” studies that assess impacts using
a post-impact survey of sites that vary in proximity to
the perturbation. After-only studies are a common type
of field assessment approach, but they confound effects

37



Long-term Monitoring of Biological Parameters: Application of a BACIPS Assessment Design

18 CRAIG W. OSENBERG ET AL. Ecological Applications
Vol. 4, No. 1
TaBLe 1. List of the types of parameters used to explore  dependent sampling dates. We contrast results for

natural temporal variability in deltas—the differences in
parameter values between the Control and Impact sites
(from the long-term study)—and to obtain estimates of effect
size from an existing perturbation (from the ““After-only™
study).

Source

Long-term After-only
study study

Parameter type* (Variability) (Effect size)

Chemical-Physical

Water temperature

(no. depths)
Seston characteristics
Sediment quality
Sediment elements
Water column elements

Individual-based
Field collections

Urchin size and condition
Cumacean body size

——
=W
W L)oo

Nowm
O

Transplants

Mussel performance

(10)t 12
Abalone performance 0

Population-based (no. of taxa)
Band transects 6 )
Infaunal cores 11 1)
Quadrats 1 )
Emerger.cce traps 4 0
Re-entry traps 3 ¢

* For each parameter type, we give the number of puram-
eters quantified at each site (e.g., for infaunal densitv, 11
taxonomic groups yielded sufficient data for analysis in the
long-term study). Details on parameters are given in the M{eth-
ods section.

T The 10 estimates of variability for mussel performance,
in parentheses, were collected as part of the After-only study
but analyzed in the same manner as data from the long-term
study.

of the perturbation with natural spatial variability. Still,
After-only studies can suggest the size of effects that
might occur in response to a particular perturbation
(Eq.. 1),

In this paper we illustrate how information from
long-term studies and After-only studies can be com-
bined to help plan BACIP studies. We show how this
information can be used to guide the selection of pa-
rameters and determine sampling schedules given con-
straints of time and funding. Our presentation consists
of four analytical steps: (1) estimation of temporal vari-
ability of deltas using results from a long-term study;
(2) estimation of the likely magnitude of impacts using
results from an After-only study; (3) determination of
the number of sampling dates required to detect the
estimated impact given the background variability (at
a specified level of power); and (4) exploration of serial
correlation, using the long-term data set, to assess the
time necessary to achieve the required number of in-
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chemical-physical (e.g., chemical concentrations, sed-
iment characteristics), individual-based biological (e.g.,
body size, growth), and population-based biological
(e.g.. density) parameters, and conclude there is a crit-
ical need to increase the use of individual-based pa-
rameters in field studies of environmental impacts.

METHODS
Background

To help guide the planning of a BACIP study of a
particular planned intervention, it would be best to
examine results of several preexisting BACIP studies
that examined impacts on many parameters in re-
sponse to the same intervention in identical environ-
ments. Of course, such studies do not (and cannot)
exist, but the congruence between this ideal and the
realized match serves as a guide to the potential ac-
curacy of the general guidelines that emerge.

The first step in this process is to define the inter-
vention. To illustrate our approach, we focus on the
nearshore discharge of an aqueous waste called ““pro-
duced water.” Produced water is a complex wastewater
generated from the production of oil and contains a
variety of petroleum hydrocarbons, heavy metals, and
other potential pollutants (Middleditch 1984, Higashi
etal. 1992). Although concerns have been raised about
possible environmental effects of produced water in
marine environments (Neff 1987, Neff et al. 1987,
Osenberg et al. 19925, Raimondi and Schmitt 1992),
there have been no field assessments with sufficient
Before data to allow separation of impacts from other
sources of spatial and temporal variability (Carney
1987; also see Underwood 1991, Osenberg et al. 1992a).

We explore results from a long-term study of natural
spatial and temporal variability and an ‘““After-only”
study to substitute for the absence of existing BACIP
studies. The two studies were both conducted in near-
shore habitats along the coast of Santa Barbara County
in southern California. The benthic environments are
both dominated by soft-bottom habitats, and the stud-
ies used many of the same methods and quantified
many of the same parameters. In each study, param-
eters had been selected based upon their perceived rel-
evance to the impacts of produced water (e.g., Boesch
and Rabalais 1987). (Because the long-term study is
actually part of the “Before” sampling of a BACIP
study of produced-water impacts, even the parameters
examined in this study were selected with respect to
produced-water discharge.) However, these parame-
ters, which include chemical, physical, and biological
characteristics (Table 1), are commonly measured in
field assessments of other impacts in marine environ-
ments. We next review the two studies, the methods
that were used, and the parameters that were measured.
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FiG. 1. Patterns of spatial and temporal variation in population densities that lead to high and low variation in deltas. (A

= difference in parameter values between the Control and Impact sites.) Simulated data (top panels) are from two pairs of
sites. In both panels temporal variation in density (at a site) and the average difference between the sites are similar. The
panels differ in the degree to which the estimated densities at the paired sites track one another through time. On the left,
poor tracking (i.e., low coherence: Magnuson et al. 1990) leads to a low correlation between densities at the two sites (r =
—0.25), while on the right, good tracking (i.¢., high coherence) leads to a stronger correlation in densities (r =:0.98). The
bottom graphs show the resulting differences in density (deltas). Low temporal coherence in densities (or any other parameter
of interest) leads to high variability in deltas, whiie high coherence leads to low variability in deltas.

Natural variability assessed from
long-term study

The two sites that comprise the long-term study are
located =~ 1.6 km apart offshore of Gaviota, California
(=34°27'29" N, 120°12'43"” W) at a water depth of =27
m. Various biological and chemical-physical param-
eters (Table 1) were sampled at the sites for periods
ranging from 1.5 to just over 3 yr beginning in February
'1988. For a given sampling date a single value was
obtained for each parameter at each site, and a delta
was calculated as the difference between the log-trans-
formed values at the two sites for that i date:

A; = log(X},) — log(X5), 4

where X, and X, are the values of parameter X at each
of the two sites (1 and 2) on the i* date. Original pa-
rameter values were log-transformed to better satisfy
assumptions of additivity required by BACIP (Stewart-
Oaten etal. 1986) and to facilitate comparison of deltas
for parameters measured in different units (the trans-
formed deltas are unitless). For each parameter, vari-
ability was quantified as the standard deviation of the
deltas (S,) calculated over all available sampling dates
(Eq. 2).
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Population-based parameters. — Densities of infaun-
al organisms were estimated =8 times per year. On
each sampling date 12 cores (each 78 cm? X 10 cm
deep) were collected. Samples were preserved ina 10%
buffered formalin solution and sieved through a 0.5-
mm mesh sieve. Organisms were identified and count-
ed from at least four of these cores per site per sampling
date. Because this community is extremely speciose,
with many species represented by only a few organisms
or by zero counts on particular dates, and because zeros
can cause difficulties in BACIP analyses (Stewart-Oat-
en et al. 1986), infaunal organisms were grouped into
broad taxonomic units, such as families and classes
(see discussions on aggregation in Herman and Heip
[1988], Warwick [1988], and Frost et al. [1992]).

Numbers of infaunal organisms that migrated from
the sediments into the overlying water (i.e., demersal
zooplankton) were estimated using two emergence fun-
nel traps (each covering a bottom area of 0.23 m?) and
three reentry traps (each 0.05 m? in area), which were
deployed at both sites =8 times per year (for more
detail on trap designs and function, see Alldredge and
King 1980, Stretch 1983). Traps were set out for a 24-h
period. Following retrieval, contents were preserved,
sieved through a 0.5-mm mesh sieve, and organisms
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were identified and counted as wi*h the infaunal cores
(Table 1).

Densities of larger epifaunal and demersal organisms
(e.g., fish, sea stars, tube anemones) were estimated
visually along band transects by divers. Two band tran-
sects (each 40 m X 1 m) were established along the
27-m isobath at both sites on each sampling date, and
all large organisms within the transect were counted.
Most were identified to species, although we grouped
many of them into larger taxonomic units for these
analyses. Due to their greater maximum density, white
sea urchins (Lytechinus anamesus) were counted in five
non-permanent quadrats, each 1 m? in area, at both
sites on all dates. Densities of urchins and other epi-
faunal and demersal organisms were estimated 8-12
times per year.

Individual-based parameters.—The size (length of
metasome) of two cumacean species was measured from
samples obtained from the emergence traps. Other in-
dividual-based parameters (Table 1), including average
test diameter, gonad mass, somatic tissue mass, and
gonadal/somatic index, were calculated from samples
of the white sea urchin, Lytechinus anamesus. The
average condition of individual urchins of a given size
was estimated by calculating adjusted means for each
site and date based on ANCOVA using each collection
as a group, log(test diameter) as the covariate, and
log(tissue mass) as the response parameter. Urchins
were sampled for these analyses 11 times during the
study. As part of the After-only study, we also obtained
estimates of variability for several other individual-
based parameters derived from study of the mussel
Mytilus californianus (see below: Combining results on
effect size and natural variability).

Chemical-physical parameters.—Chemical and
physical parameters were examined that were thought
to be indicative of the future plume’s chemistry (e.g.,
elevated levels of certain heavy metals) or of the dis-
charge’s physical effects (e.g., altered sediment traits
due to scouring of substrate or altered sedimentation
rates and temperature due to local oceanographic ef-
fects) (Table 1). Seston flux was estimated by partic-
ulate accumulation in two sediment traps (5.1 cm in
diameter) that were filled with a mixture of seawater,
formalin, and salt; the dense preservative remained in
the sediment traps during the deployment and had an
initial salinity of =65 g/L and a formalin concentration
of 5%. Sediment traps were deployed =3 m above the
sediments and retrieved by divers after 3-7 d. Traps
were deployed =8 times per year. Prior to analysis,
large invertebrates were removed (aided by a dissecting
microscope), following which the dry mass and ash free
dry mass (AFDM) of the particles were determined.
Sedimentation rate was calculated as the mass of ma-
terial (on a dry-mass or AFDM basis) per square cen-
timetre per day. The percentage of organic matter in
the seston was estimated as the ratio of AFDM to dry
mass.
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Sediment grain size and percentage of organic matter
were characterized from two sediment cores (20.3 cm?/
core, 5 cm deep) collected from both sites =8 times
per year. Sediment organic matter (SOM) was esti-
mated based on combustion (for 4 h at 450°C) of sub-
samples from one core. The fine sediment fraction (per-
centage) was estimated from the other core as the
percentage (by dry mass) of the sample that passed
through a 0.063-mm mesh sieve.

Water temperature was recorded approximately
monthly at 3 m depth intervals. Here we use data for
the 6 m and 21 m depths.

Surficial sediments (approximately the top 1 cm) were
collected 4 times per year for analyses of trace and bulk
elements. Three samples were collected at each site in
acid-cleaned polyethylene containers by divers using
trace metal clean-sampling techniques. Any overlying
water was decanted and samples were frozen. Sedi-
ments were later thawed and extractions performed by
leaching 2 g sediment in 20 mL of 0.5 mol/L HCI for
24 h. The leachate was then filtered through a 0.45-
um mesh teflon filter using procedures reported pre-
viously (Oakden et al. 1984). This extraction is con-
sidered to be relatively selective for the biologically
available concentrations of many metals, such as Pb,
Cu, and Ag (Luoma et al. 1991). Leachates were an-
alyzed for bulk elements (Al, Ca, Fe, Mg, Mn,.P) and
trace elements (Ba and Zn) by inductively coupled plas-
ma-atomic emission spectrometry (ICP-AES). Other
trace element (Cr, Cd, and Pb) concentrations were
determined by graphite furnace atomic absorption
spectrometry (GFAAS). Environment Canada refer-
ence sediments (BCSS-1, MESS-1, PACS-1) were an-
alyzed concurrently to quantify the extraction efficien-
cy for each element. All analyses were normalized to
sediment dry mass.

Unfiltered water samples were collected 2 times per
year from each site at two depths (surface and 21 m).
The samples were extracted using the ammonium
1-pyrrolidinedithiocarbamate/diethylammonium di-
ethyldithiocarbamate (APDC/DDC) extraction meth-
od described by Bruland et al. (1985). Trace element
concentrations (Ag, Cd, Co, Cu, Fe, Ni, Pb, Zn) were
measured by GFAAS. Procedural blanks were mea-
sured in each sample set. Each set of samples was an-
alyzed in duplicate after a series of intercalibrations
with Environment Canada reference seawater (CASS-
1). These analyses were conducted concurrently with
analyses of sea water from San Francisco Bay, and
details of the procedural blanks and intercalibrations
are provided in a report on those data (Flegal et al.
1991).

Effect size estimated from an After-only study

The After-only study was conducted at a produced- .
water outfall located near Carpinteria, California
(34°23'10” N, 119°30'31” W) that was the subject of
recent investigations of potential environmental im-
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pacts (Higashi et al. 1992, Krause et al. 1992, Osenberg
et al. 1992H, Raimondi and Schmitt 1992). The Car-
pinteria sites are =350 km from the Gaviota sites. Al-
though the two locations (Carpinteria and Gaviota) are
both open-coast, soft-bottom environments in the Santa
Barbara Channel and have many species in common,
the bottom depths sampled differed between the Car-
pinteria (11 m) and Gaviota (27 m) sites.

An intensive spatial survey of infauna was conducted
along the 11 m isobath at the Carpinteria study area
in 1990, =12 yr after produced water was first dis-
charged at this location (Osenberg et al. 19925). In a
single survey, 20 sites were sampled along a spatial
gradient from 2 to 1000 m up coast (West) and down
coast (East) of the diffusers. Infaunal densities were
estimated at each site by collecting eight cores (78 cm?
per core to a depth of 10 cm). These were processed
as described for the long-term study, and a mean den-
sity was calculated for each taxon at each of the 20
Carpinteria sites.

All chemical-physical parameters examined as part
of the long-term study at Gaviota were also estimated
at the Carpinteria sites, except those related to seston
quality and deposition and several elements. Methods
were identical to those used at Gaviota (described above,
see Narural variability assessed . . .).

Individual-based biological data were obtained by
transplanting individuals of known size and/or age to
several of the sites. Mussels (Mytilus californianus and
M. edulis) were transplanted to six sites to determine
if proximity to the outfall influenced their individual
growth and condition (Osenberg et al. 19924). Forty
individuals from a uniform size distribution (range:
20-60 mm shell length) of a mussel species were put
into a bag of 1.25-mm mesh oyster netting, and one
bag of M. californianus and one of M. edulis were at-
tached to buoy lines =3 m above the sediments. Mus-
sels were retrieved and frozen after 3—4 mo in the field.
Final shell length, initial shell length, dry gonadal tissue
mass, and somatic tissue mass were then measured for
-each mussel. Site-specific estimates of average gonadal
condition (gonad mass at a given size), somatic con-
dition, total condition, and gonadal-somatic index were
obtained by running analyses of covariance (AN-
COVA) for each parameter for each mussel species
using log(final shell length) as the covariate. Average
shell growth and tissue production were estimated us-
ing log(initial shell length) as the covariate. Adjusted
means were obtained for each parameter at each of the
six sites.

Abalone larvae were raised in the laboratory and
transplanted in small flow-through cages to 6-8 sites
located 5-1000 m from the diffuser (Raimondi and
Schmitt 1992). Three measures of per-capita settle-
ment and metamorphosis were derived from trans-
plants that lasted =4 d: (1) the proportion of late-stage
larvae that successfully settled in the field, (2) the pro-
portion of late-stage larvae that successfully metamor-
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phosed in the field, and (3) the proportion of early-
stage larvae that subsequently settled in the laboratory
after addition of a chemical inducer (for details, see
Raimondi and Schmitt [1992]). An additional measure
of individual performance was obtained from a short-
term transplant: the proportion of early-stage larvae
still swimming after 6 h in the field.

To obtain estimates of the magnitude of impacts due
to produced water we calculated means (e.g., of density
or performance) for three distance categories: Near (sites
<25 m of the diffuser), Far (25-200 m), and Control
(>200 m). We then calculated near-field and far-field
effect size as the difference between log(Mean Near or
Mean Far) and log(Mean Control). This is equivalent
to the impact size (expressed in log units) of a BACIP
study (Eq. 1) assuming no natural spatial variation
between the sites (i.e., £(Ag) = 0). While this assump-
tion cannot be tested without Before data, available
evidence suggests that natural spatial gradients are small
relative to the impacts of produced water (Osenberg et
al. 1992), Raimondi and Schmitt 1992). :

Combining results on effect size and
natural variability

For parameters that were common to both the After-
only study and the long-term study, the standardized
effect size was calculated as the ratio between the ab-
solute value of the effect size, which was obtained from
the long-term study, and twice the standard deviation
of deltas, which was obtained from the After-only study
(Eq. 3). In some cases, however, the same parameters
were not measured in both studies, and other steps
were required before proceeding with the power anal-
yses.

For example, there were four chemical-physical pa-
rameters that provided estimates of effect size but not
variability. All four parameters were elemental con-
centrations (i.e., Cu in sediments and Co, Ag, and Pb
in the water column), so we used the average standard
deviation for other elements (in either the sediments
or water column) in the calculation of the standardized
effect size. :

Conversely, there were chemical-physical and pop-
ulation-based parameters that provided estimates of
variability but not effect size (i.e., parameters estimated
from sediment traps, band transects, emergence traps,
reentry traps, and quadrats in addition to several ele-
mental concentrations: Table 1). For these parameters
we calculated standardized effect sizes using the av-
erage effect size for similar parameters that were mea-
sured as part of the After-only study.

Estimating standardized effect sizes for individual-
based parameters posed a more difficult analytical
problem because the individual-based data from the
long-term study were derived from field collections of
organisms, whereas the transplants conducted in the
After-only study used organisms of known size, or co-
horts of known number and age. Therefore, the trans-
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plants removed several sources of potential variability
present in estimates from the long-term study. Because
mussels had been transplanted during four different
periods (spread over a total of 14 mo), we were able
to obtain estimates of variability for the mussel pa-
rameters. The standard deviation of differences be-
tween log-transformed parameters measured at the
1000-m and 100-m sites was calculated for ten of the
mussel parameters over the four periods. Because the
100-m site is probably influenced slightly by the dis-
charge of produced water (Osenberg et al. 19925, Rai-
mondi and Schmitt 1992), this approach will overes-
timate S, if there is temporal variation in the effects
of produced water.

Standardized effect size was then calculated as ex-
plained above using these new estimates of variability
for all mussel parameters except tissue production (for
which we had only one survey and therefore could not
estimate S,, the variation among sampling dates within
a period). The mean standard deviation of deltas for
the mussel parameters was used to estimate the stan-
dardized effect sizes for mussel tissue production and
abalone performance parameters, which lacked esti-
mates of S,. The standardized effect sizes for the in-
dividual-based parameters derived from the long-term
study were calculated using the mean effect sizes based
on the mussel and abalone transplants.

For each parameter we estimated the sample size
(total number of sampling dates in the Before and After
periods) needed to have an 80% chance of detecting («
=.05) an impact characterized by the parameter’s stan-
dardized effect size. All power analyses were based on
two-tailed ¢ tests as provided in Gill (1978). The num-
ber of sampling dates in the Before and After periods
was assumed to be equal.

Serial correlation

The power analyses yield the number of independent
sampling events (i.e, dates) needed for a given level of
power (e.g., 80%). The time scale over which those
samples must be collected will depend on the amount
of serial correlation in the time series of deltas for each
parameter (Stewart-Oaten et al. 1986). Serial correla-
tion can be directly incorporated into the analyses of
BACIP data (Stewart-Oaten et al. 1992), but power is
greatest when serial correlation is absent. Therefore,
we tried to determine the most intensive sampling
schedule that would avoid substantial amounts of serial
correlation. By doing so, we could roughly translate the
number of independent sampling events into an esti-
mate of the minimum amount of time required by the
BACIP study.

Because rigorous analyses of serial correlation re-
quire long time series of data, and because the approach
we outline here is imprecise to begin with (i.e., extrap-
olating from two different studies to the design of a
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future one), we used a simpler approach to provide a
general guide to sampling frequency. For each param-
eter sampled as part of the long-term study, we ex-
amined the correlation between the delta measured on
one sampling date (4,) and the delta measured on the
next date on which sampling for that parameter was
conducted (4,,,). Only parameters with data from =8
dates were included in the analyses.

RESULTS

Natural variability assessed from a
long-term study

Data from the long-term study revealed that the vari-
ation in deltas (i.e., in the difference in parameter val-
ues between sites) was lowest for chemical-physical
parameters, intermediate for individual-based param-
eters, and greatest for population-based parameters (Fig.
2). Most (28 of 30) of the chemical-physical parameters
exhibited less variation in deltas than did the least
variable population-based parameter. Almost all of the
population-based parameters (24 of 25) were more
variable than the most variable of the 7 individual-
based parameters. Within a parameter group, no sys-
tematic differences were apparent among data collected
using different techniques (e.g., densities based on in-
faunal cores vs. band transects, or water column ele-
ments vs. sediment elements), and there were no ap-
parent trends among the population-based parameters
related to the level of taxonomic aggregation (see Frost
et al. 1992). All else being equal, these data suggest
that chemical-physical parameters will provide more
reliable indicators of environmental impacts than pop-
ulation-based parameters due to their smaller vari-
ability.

Effect size estimated from After-only study

The After-only study provided estimates of effect
sizes, which varied with proximity of the sampled sites
to the produced-water diffuser. In general, sizes of ef-
fects were correlated (r = 0.62, n = 47) for sites near
to and far from the diffuser (Fig. 3), and the magnitudes
of effects consistently were greatest nearer the diffuser.
This pattern suggests that impacts diminished with dis-
tance away from the disturbance.

Both positive and negative changes in parameter val-
ues with distance from the diffuser were observed, and
the sign depended on the particular parameter or pa-
rameter group examined. For example, concentrations
of water-column metals were higher nearer the diffuser,
whereas most measures of individual performance were
lower. Similarly, some taxa were more abundant closer
to the diffuser, while others were less abundant. These
two patterns in density probably reflect positive re-
sponses to organic enrichment (from oil constituents)’
and negative responses to toxicants present in pro-
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Fi1G.2. Temporal variability in estimates of the deltas (S,)

for chemical-physical, individual-based. and population-based
parameters. Data were derived from the long-term study. For
each parameter on each sampling date, a delta was estimated
based on the difference between the log-transformed means
at two sites (e.g., Log(mean density at Site 1 on date i) —
Log(mean density at Site 2 on date /)). Shown are the standard
deviations of deltas (mean = | sg) for parameters in each of
the three groups. Means are based on 30, 7, and 25 different
parameters for chemical-physical, individual. and population
groups, respectively. Here all individual-based data are de-
rived from field collections.

duced water (e.g., Spies and DesMarais 1983, Osenberg
et al. 1992p; see also Pearson and Rosenberg 1978,
Ferris and Ferris 1979).

In evaluating power the crucial factor is the absolute
size of the change and not the sign (i.e., a positive or
negative response). Although quite variable, the pop-
ulation-based parameters had absolute values of effect
sizes that were about twice those for individual-based
parameters, and four times larger than effect sizes for
chemical-physical parameters (Fig. 4). This pattern was
similar for both Near and Far sites (r = 0.72, n = 47),
although the overall magnitude of effects was lower at
the Far sites (Fig. 4). For simplicity, we focus on results
from the Near sites in the following sections.

Combining results on effect size and
natural variability

Estimates of natural variability in individual-based
parameters were derived from field collections, where-
as those for effect size were obtained from transplants.
To make the estimates more comparable, we calculated
variability of deltas for individual performance of mus-
sels from four separate transplants in the After-only
study. The results show that all 10 indices of mussel
performance were relatively invariable over time (S,
mean * 1 se = 0.080 £ 0.20, range: 0.007-0.220).
Indeed, most (70%) of these estimates of mussel per-
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formance were less variable than almost all (94%) of
the parameters measured in the long-term study.

The results from the long-term study and the After-
only study yielded the opposite conclusions about the
power associated with different parameter groups. On
one hand, the population-based (and individual-based)
parameters should be the most powerful due to their
larger average effect sizes (Fig. 4), while the chemical—
physical (and individual-based) parameters should be
more powerful due to their smaller average variability
(Fig. 2). Ultimately, the more powerful parameters will
be those with the greatest standardized effect size (i.e.,
signal to noise ratio: Eq. 3). Due to their relatively large
effect sizes but low variability, individual-based pa-
rameters (particularly those derived from transplants)
had larger standardized effect sizes than either the
chemical-physical or population-based parameters (Fig.
5). With respect to the individual-based parameters,
the transplants yielded standardized effect sizes that
were >3 times larger than those derived from field
collections.

The standardized effect sizes for both chemical-
physical and population-based parameters were low
and quite similar (Fig. 5), due to the lower variability
associated with chemical-physical parameters (Fig. 2)
and the greater effect sizes associated with population-
based parameters (Fig. 4). The standardized effect sizes
for these two groups of parameters were one-half and
one-seventh the magnitude of those for individual-
based parameters derived from field collections and
transplants, respectively (Fig. 3).

These results indicate that power to detect changes
from exposure to produced water should be greatest
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FiG. 3. Effect sizes estimated from sites near and far from
an operating produced-water diffuser (an “After-only” study).
Positive values indicate larger parameter values near (or far
from) the diffuser relative to control sites, while negative val-
ues indicate the opposite. The two population-based param-
eters next to the arrows have effect sizes that are off the scale:
(—0.92, —0.85) and (0.917, —0.13).
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FiG. 4. Absolute effect sizes (mean + | sg) for chemical—
physical, individual-based, and population-based parameters
based on sites (a) near and (b) far from the diffuser. Sample
sizes (number of parameters) were 21, 16. and 10 for the
chemical-physical, individual, and population groups, re-
spectively.

for individual-based parameters derived from trans-
plants, and next greatest for individual-based param-
eters obtained from field collections. For an equivalent
number of estimates (i.e., sampling dates), power should
be considerably lower for chemical-physical and for
population-based parameters. For example, based upon
average standardized effect sizes (Fig. 5) and a Type I
error rate of .05, the numbers of independent sampling
dates needed to achieve power of 80% are =4 for in-
dividual-based parameters from transplants, 24 for in-
dividual-based parameters from field collections, 90
for chemical-physical parameters, and 95 for popu-
lation-based parameters.

Most individual-based parameters required <20 (and
typically <10) sampling dates to achieve 80% power
(Fig. 6). Over half of the chemical-physical and pop-
ulation-based parameters required 100 or more sam-
pling dates to reach 80% power (Fig. 6). To provide an
idea of how many parameters would have high power
for a logistically reasonable number of surveys that
would also permit model development and testing
(Stewart-Oaten, in press), we determined the fraction
of parameters in each group with a sufficiently large
standardized effect size (>0.52) to yield power of at
least 80% with 30 sampling dates (nz = n, = 15). Using
this guideline, 81% (13/16) of individual-based param-
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eters from transplants and 43% (3/7) of those from
field collections had power that exceeded 80%. By con-
trast, only 18% (6/34) of the chemical-physical and 4%
(1/726) of the population-based parameters achieved
this level of power after 30 surveys.

The preceding analyses were based on effect sizes
estimated from sites Near the produced-water diffuser.
Repeating the analyses using data from the Far sites
yielded similar patterns, although, as expected, the
overall power was much lower or the number of sam-
pling dates needed for a given level of power was much
higher. For example, the smaller effect sizes (estimated
from sites far from the diffuser) resulted in more than
half of the parameters in each of the three groups re-
quiring >100 sampling dates to achieve 80% power.
Only 26% of the individual-based parameters (all from
transplants) required <30 sampling dates, while none
of the chemical-physical or population-based param-
eters achieved the same power with 30 dates.

Serial correlation

Our analyses suggested that impacts on individual-
based parameters are the most likely to be detected
with a limited number of sampling dates. The analyses
assumed that each sampling date provided an inde-
pendent estimate of the true deltas (i.e., the underlying
difference in parameter values between the Control and
Impact sites). We examined patterns of serial corre-
lation from the long-term study to gain insight into the

2.0

1.5 4
=+

STANDARDIZED EFFECT SIZE

F1G. 5. Standardized effect size (| Effect size|/[2 x S,]) for
each parameter group; the measure is the ratio of effect size
to twice the standard deviation of delta. Shown are means +
1 s, based on 34, 7, 16, and 26 parameters (from left to right).
Individual-based parameters are divided into estimates de-
rived from field collections and those derived from transplants
of marked individuals or caged cohorts. Note the break in -
the vertical scale between 0.7 and 1.5.
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[ Chemical - Physical B ganic matter), and two were population-based param-
S lndividu_al eters (densities of sea pens and sea urchins: Fig. 7c and
= &S Population d). None of the individual-based parameters exhibited

6 o significant serial correlation.
5 10 § _ Serial correlation appeared to arise in the popula-
=) 1< tion-based parameters as a result of long-term trends
8 2 in the deltas (Fig. 7c and d). For example, the white
o oo sea urchin (Lyrechinus anamesus) exhibited strong sea-
é sonal migrations, and was present during the winter
3 ‘_Ea i—k% and spring but absent during the summer and fall. The
8 l‘-vl HA L& | g [_Lg’a 5 % relative density at the two sites appeared to be set when
<20 20-39 40-53 60-79 80-99 > 100 urchins reappeared in winter; the ranking of the two
SAMPLE SIZE NEEDED FOR 80% POWER sites was consist.ent within a year, but varied g;eatly
SR ¢ among years (Fig. 7c). This suggests that replicates

FiG. 6. Frequency distribution of the sample size (number

of independent sampling dates) for parameters in each group
that is required for 80% power. Power analyses are based on
standardized effect sizes (Fig. 5).

frequency with which samples could be collected with-
out grossly violating the assumption of temporal in-
dependence. This provided information on the time
frame needed to collect series of independent samples.

There were no cases of significant (P < .05) negative
serial correlation, and only 8% (4 of 50) of the param-
eters exhibited significant positive serial correlation
(e.g., Fig. 7). Of the four parameters with positive serial
correlation, two were chemical-physical parameters
(seston sedimentation rate and seston percentage or-

should be collected only once per year, or a yearly
average obtained from more frequent collections.

Density of sea pens (dcanthoptilum sp. and Stylatula
sp.) exhibited an even longer term trend (Fig. 7d). One
site tended to have a greater density than the other site
prior to October 1989, but the reverse was true for all
samples collected after this date (Fig. 7d). This could
have arisen, for example, by a strong recruitment event
in the fall of 1989 at only one of the sites.

Despite these two examples, serial correlation was
not a general problem for the various parameters es-
timated in our long-term study (e.g., Fig. 7a and b).
On average, the serial correlation for each of the three
parameter groups was only 0.1-0.2 (Fig. 8). Simula-
tions suggest that serial correlation of this order intro-
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Fig. 7. Patterns of serial correlation in deltas for four population-based parameters. These are the difference in density
of: (a) cerianthid (burrowing) anemones (from band-transect estimates); (b) copepods (from emergence traps); (c) white sea
urchins (Lytechinus anamesus) (from quadrat samples); and (d) sea pen density (from band transects). There is significant
serial correlation in (c) and (d), and data are separated into temporal groups to help distinguish the long-term patterns.
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F1G. 8. Degree of serial correlation in deltas for each pa-

rameter group. Shown are means + 1 sg, based on 18, 7, and
25 parameters for chemical-physical, individual, and popu-
lation groups respectively.

duce only small error into tests of impacts (Carpenter
et al. 1989, Stewart-Oaten et al. 1992).

Based on these results, we assumed that sampling
could occur every 60 d without yielding substantial
amounts of serial correlation. Assuming that six sam-
ples are collected per year and the Before and After
periods are of equal duration, the estimates of sample
size (number of independent sampling events) can be
translated into the number of years the assessment study
must be conducted. Achieving 80% power would re-
quire 16 yr for population-based parameters, 15 yr for
chemical-physical parameters, 4 yr for individual-based
parameters from field collections, and 1 yr for indi-
vidual-based parameters from transplants. To achieve
80% power for only a quarter of the parameters in each
group, the required study duration is reduced to 11 yr
for population-based parameters, 7 yr for chemical—
physical parameters, 3 yr for individual-based param-
eters from field collections, and <1 yr for individual-
based parameters from transplants.

Discussion

Because relatively few well-designed studies of
planned perturbations have been completed, there is a
sparse empirical base to guide the design of future as-
sessment programs (e.g., Carney 1987, Spies 1987, Un-
derwood 1991, Stewart-Oaten, in press). Recent dis-
cussions have highlighted general design considerations
that should be incorporated in Before-After-Control—
Impact approaches (e.g., Stewart-Oaten et al. 1986,
1992, Underwood 1994, Stewart-Oaten, in press), but
these say little about specific considerations regarding
sampling frequency and parameter selection. Often a
study must be planned in the absence of sufficient pre-
liminary data to properly guide sampling decisions
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(Stewart-Oaten, in press). It is crucial to obtain good
estimates of sampling variability and the size of im-
pacts that might arise (or that are deemed ecologically
important: Underwood and Peterson 1987, Yoccoz
1991), but this information typically is lacking. In the
absence of a BACIP (or analogous) study conducted
previously on a similar perturbation in a similar hab-
1tat, it is vital that other existing data be used to guide
specific design considerations.

Given limitations on time and funding, the selection
of parameters and frequency of sampling are especially
crucial features of the design process. One of the most
acute constraints is the time available to collect data
prior to the perturbation. In many situations the Before
period probably will be rather abbreviated for a variety
of reasons beyond scientific control. Therefore, param-
eter selection and sampling design should take into
account the low numbers of temporal replicates that
likely can be collected prior to the commencement of
the disturbance (see Stewart-Oaten [in press] for dis-
cussion of model development based on these data).
Key considerations in this regard are the likely vari-
ability in the parameter estimate (e.g., delta) and the
probable magnitude of response to the disturbance,
both of which influence statistical power to detect an
effect. Constraints on the number of temporal repli-
cates in the Before period are most likely to hamper
detection of impacts on population density and chem-
ical-physical characteristics, and least likely to affect
detection of effects on individual performance. Unfor-
tunately these results suggest that many field monitor-
ing programs might be compromised because individ-
ual-based parameters rarely are examined (e.g., Carney
1987).

There are, however, compelling reasons to examine
population and chemical-physical parameters despite
the expected low power. First, chemical and physical
properties describe the direct effect of many pertur-
bations, and in many cases impacts could be amelio-
rated by subsequent intervention (e.g., source reduc-
tion, reduced discharge limits). Second, population
attributes, such as density, reflect the ecological con-
sequences of the disturbance, and are features of fun-
damental concern to resource managers and regulatory
agencies. In addition, some species receive special reg-
ulatory consideration. Another reason is that, while the
average power for population or chemical-physical pa-
rameters is low, some species or chemical-physical pa-
rameters will have greater power than others. The ap-
proach described here is equally useful in identifying
promising candidates within a parameter group as it
is in guiding allocation of effort among groups. Finally,
the actual impacts of the new disturbance, of course,
cannot be known a priori, and effects on populations _
and chemical-physical parameters certainly can be
much larger (or variation much smaller) than antici-
pated based on extrapolations from other data sets.
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It is useful to consider why the population-based and
chemical-physical parameters had low and similar
power, because low power arose for different reasons.
Population parameters were highly responsive to pro-
duced water (i.e., larger impact), but exhibited much
greater natural variability. In contrast, the chemical-
physical parameters had much lower variability in del-
tas, but were not greatly altered by the discharge of
produced water. It appears that these results generally
will hold for other types of point-source disturbances
in the marine environment. Many chemical-physical
parameters probably are influenced largely by large-
scale oceanographic processes that similarly affect
nearby sites. For example, certain chemical-physical
attributes (e.g., sedimentation rate, water temperature,
nutrient flux) are strongly associated with upwelling
conditions, which is a region-wide phenomenon (e.g.,
Landry and Hickey 1989). In these situations, differ-
ences in these parameter values between Control and
Impact sites (i.e., the deltas) will be similar through
time (see also a related discussion in Magnuson et al.
[1990], which discussed temporal coherence of chem-
ical-physical and biological parameters in freshwater
lakes).

The relatively small response that we observed of
chemical-physical parameters to the discharge of pro-
duced water is also consistent with recent analyses of
the general effect of waste discharges on the distribution
of trace elements in coastal waters. For example, mas-
sive discharges (10° L/d) of wastewaters in the Southern
California Bight have had a negligible (<1%) impact
on concentration of cadmium in those waters (Safiudo-
Wilhelmy and Flegal 1991). Similarly, Schmidt and
Reimers (1991) found that, in the Santa Barbara Basin,
the fraction of certain metals (Cd, Cu, Ni, Pb) from
human sources that is deposited in sediments near mu-
nicipal outfalls is quite small (<1%) compared to the
amount released. In both cases, natural inputs and
physical mixing processes appeared to have reduced
the contribution from human inputs to a small fraction
of the background level. So for chemical-physical pa-
rameters the large spatial scale of events that drive
natural variation can lead to low variability in deltas,
while other natural processes can greatly diminish the
signal provided by anthropogenic perturbations.

Population density, by comparison, is known to be
highly responsive to local conditions, and can exhibit
considerably different temporal patterns among neigh-
boring sites (e.g., Holbrook et al. 1990, Magnuson et
al. 1990, Schmitt and Holbrook 1990). The high sen-
sitivity to local conditions potentially can translate into
strong local responses to natural phenomena (thus in-
creasing .S,) as well as anthropogenic perturbations such
as wastewater discharges (thus increasing effect size).
Within-site sampling error also can contribute to the
high variability as benthic populations are notoriously
difficult to sample (Vezina 1988, Thrush et al. 1994).
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It is important to note that the variability reported
here (e.g., Fig. 2) is a measure of the variability (over
time) in estimates of the differences between sites. This
variability includes both the true temporal variation
in deltas and variation due to sampling error within a
site (which adds error to the estimation of delta on any
date). The contribution of sampling error will be a
function of spatial variability within a site and sam-
pling intensity, and therefore will vary with the within-
site sampling design. This suggests that the variation
in deltas (S,) for population-based parameters could
be reduced by more intensive sampling on each date,
rather than increasing the number of dates. However,
partitioning of observed variation for the long-term
data set revealed that the deltas for population-based
parameters were more variable due both to sampling
error (i.e., high within-site spatial variation) and site-
specific temporal variability (i.e., high variation in the
actual deltas through time) (C. W. Osenberg, personal
observation); increasing the sampling intensity within
a date would reduce the observed variation (S,) by -
only =50%. Therefore, even if sampling error were
removed (e.g., through more exhaustive sampling),
population-based parameters still would be more vari-
able than the chemical-physical or individual-based
parameters (see Fig. 2). -

Our estimates of S, probably are typical because the
within-site sampling design of our long-term study is
similar to that used in many assessment studies (see
Thrush et al. 1994). The costs and benefits of adjusting
within-site sampling intensity to achieve greater power
can be analyzed (e.g., the importance of within-site
accuracy vs. more sampling dates), although with lim-
ited resources greater precision ultimately would be
accomplished at the cost of fewer sampling dates (which
is the unit of replication in a BACIP design).

Difficulty in sampling populations or other param-
eters within sites not only can affect the variance of
the estimate, it also might lead to overestimation of
effect sizes from After-only studies (Figs. 3 and 4). This
would be true especially for a parameter that is not
affected by the perturbation, and thus should have an
effect size of zero. Our approach would overestimate
this effect by confounding sampling error and any un-
derlying spatial gradient as an effect of the perturbation.
If so, the calculated number of surveys (sample size)
needed for a given level of power would be underes-
timated. While this bias will exist for any parameter,
our data suggest that, on average, it will be most acute
for population-based parameters. Hence, limitations
on detecting impacts at the population level may be
even more difficult than our analyses suggest.

In contrast to population and chemical-physical pa-
rameters, individual-based parameters had relatively
high power owing to relatively low levels of variability
(Fig. 2) and intermediate effect sizes (Fig. 4). Although
80% power could be achieved for many of the param-
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eters we examined with fewer than 10 sampling dates,
it is unwise to reduce the sampling intensity below a
level at which model development and testing can be
performed (Stewart-Oaten, in press). Our data also in-
dicate that variability in the deltas for individual-based
parameters can be reduced by use of transplants (Fig.
4), which results in increased power (Fig. 5). This pre-
sumably occurs because, compared with estimates from
field collections, transplants remove noise introduced
by individual variation as well as variability between
sites over time. For example, size-specific growth rates
can be assessed accurately using marked individuals of
known size; because size can influence growth and size
distributions can vary among sites (e.g., Osenberg et
al. 1988), an analysis based on marked individuals is
likely to be more powerful than one based on field
collections.

It should be noted that several of the transplant-
derived parameters for which we had relatively high
power are closely related to population-based param-
eters, which had much lower power. For example,
transplants of abalone larvae provided estimates of per
capita settlement rates. In the field, natural rates of per
capita settiement can be estimated from observed set-
tlement rates and/or larval supply, both of which re-
quire estimation of density (e.g., Olson 1985, Keough
1986, Victor 1986, Raimondi 1990). Therefore, these
field estimates would have considerable error for the
same reasons that population parameters were highly
variable. The use of transplants surmounted much of
this problem by using cohorts of known size, thereby
eliminating much of the variability that plagues the
population parameters.

The observation that individual-based parameters
may yield more powerful assessments is troubling giv-
en the rarity with which they are measured in field
assessments. Care must be taken to guard against only
considering parameters that yield low probabilities of
demonstrable results (e.g., chemical-physical and pop-
ulation attributes), and inclusion of individual-based
parameters could greatly increase the sensitivity of as-
sessment studies (Carney 1987, Osenberg et al. 19924;
see also Jones et al. 1991). However, the need to in-
vestigate individual-based parameters goes far beyond
power considerations; it is the individual-based (and
demographic) parameters that provide the mecha-
nisms that underlie changes at the population (and
therefore community) level. Furthermore, these indi-
vidual-based parameters provide an explicit connec-
tion with detailed laboratory studies that focus on in-
dividuals and mechanisms of toxicity. What is needed
are more realistic studies of individual-based effects
under field conditions combined with both mechanistic
laboratory studies and field assessments of population-
level consequences. Recent advances with individual-
based models (DeAngelis and Gross 1992) provide an
explicit framework for making these fundamental link-
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ages among environmental chemistry, physiology, and
population ecology (e.g., Hallam et al. 1990). Such
models provide a powerful, mechanistic approach to
assessing impacts on natural populations and comple-
ment the traditional approach of monitoring environ-
mental impacts.
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The Department of the Interior Mission

As the Nation's principal conservation agency, the Department of the Interior has responsibility for most
of our nationally owned public lands and natural resources. This includes fostering sound use of our
land and water resources; protecting our fish, wildlife, and biological diversity; preserving the
environmental and cultural values of our national parks and historical places; and providing for the
enjoyment of life through outdoor recreation. The Department assesses our energy and mineral
resources and works to ensure that their development is in the best interests of all our people by
encouraging stewardship and citizen participation in their care. The Department also has a major
responsibility for American Indian reservation communities and for people who live in island territories
under U.S. administration.

The Minerals Management Service Mission

As a bureau of the Department of the Interior, the Minerals Management Service's (MMS) primary
responsibilities are to manage the mineral resources located on the Nation's Outer Continental Shelf
(OCS), collect revenue from the Federal OCS and onshore Federal and Indian lands, and distribute
those revenues.

Moreover, in working to meet its responsibilities, the Offshore Minerals Management Program
administers the OCS competitive leasing program and oversees the safe and environmentally sound
exploration and production of our Nation's offshore natural gas, oil and other mineral resources. The
MMS Royalty Management Program meets its responsibilities by ensuring the efficient, timely and
accurate collection and disbursement of revenue from mineral leasing and production due to Indian
tribes and allottees, States and the U.S. Treasury.

The MMS strives to fulfill its responsibilities through the general guiding principles of: (1) being
responsive to the public's concerns and interests by maintaining a dialogue with all potentially affected
parties and (2) carrying out its programs with an emphasis on working to enhance the quality of life for
all Americans by lending MMS assistance and expertise to economic development and environmental
protection.



